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What are loglinear models? 

 

Log Linear models are statistical models that can be used on 

contingency tables to determine relationships between categori-

cal variables. Most often log linear models are used with higher 

order contingency tables because they use terminology and 

concepts that are similar to regression and ANOVA models. 

These models test relationships between variables in a similarly 

conceptual manner as do correlational measures of association. 

 

What are the assumptions that I should be aware of when using 

loglinear models? 

 

 Count data broken down according to the variables used in 

the models and can be represented in a contingency table 

format. 

 Smallest sample size should be better than five times the 

number of cells in the contingency table (e.g. contingency 

table is 2 X 3 X 3 then total sample size should not be less 

than 90) 

 All cells should have at least one case and no more than 

20% of the cells should have expected counts of less than 

five cases. 

 Use the right distribution for the models 

 If total sample size is fixed, then data should be fitted 

to a multinomial distribution 

 If total sample size is free to vary, then data should be 

fitted to a Poisson distribution 

 

What software can I use to analyze loglinear models? 

 

Many standard statistical software packages have the capabili-

ties to analyze loglinear models. Most software has at least two 

ways of analyzing the data using loglinear analysis. The most 

general way is the generalized linear models commands, how-

ever most stats packages also have specific commands for log-

linear models. 

 

SAS 

 Proc CatMod procedure 

 Proc GenMod procedure 

 

R 

 loglin() function 

 glm() function 

 

Stata 

 poisson command (Poison regression) 

 glm command 

 

SPSS/PASW 

 GENLOG 

 GENLIN 
 

NOTE: This handout will focus on loglinear models from SPSS using 

How do I perform loglinear analysis using the software?  

 

(Example from SPSS) 

1. Open a dataset 

2. Click Analyze  Loglinear  General 

3. This will open an analysis dialog box where you can enter 

the variables you will be analyzing and select the distribu-

tion type (multinomial or Poisson) 

4. Under options, click to see the expected counts 

5. Under design you can add main effects, and interaction 

effects among the chosen variables. 

 

What is the program trying to do under different model de-

signs? 

 

Under a simple situation where there are only two variables 

being modeled there are only two real ways of modeling the 

data. The first is to have a null hypothesis where you assume 

that both variables are independent of one another. Under that 

situation the probabilities for the joint distribution between the 

two variables are assumed to have the following expected prob-

abilities: 

H0: πij = πi. π.j  

In other words multiplying the marginal probabilities between 

the two variables will yield the expected probabilities of the 

joint cells. This corresponds to a loglinear model that only in-

cludes the main effects for the two variables and no interaction 

effects between the two. 

 

If all possible main effects and interactions are in the model, 

this generates a saturated model, which predicts the cell fre-

quencies perfectly but leaves no degrees of freedom. The satu-

rated model represents the standard by which all goodness-of-

fit tests are compared in loglinear models. Putting the two-way 

interaction effect into the two factor model will yield a satu-

rated model. 

 

When the loglinear model involves three or more variables, 

then the models can correspond to the following model types: 

 

Complete Independence-This model tests whether all the vari-

ables are independent of one another. It only includes the main 

effects in the model. The null hypothesis (for three variables) 

is:  

H0: πijk = πi.. π.j. π..k  

 

Block Independence-This model tests whether there is a rela-

tionship between two variables, but the third variable remains 

independent. The model includes all of the main effect terms, 

and only one of the two-way interaction terms. The null hy-

pothesis (for three variables is): 

H0: πijk = πi.. π.jk  
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Partial Association Models-These models test a meditational 

relationship of one variable against two other variables. In dia-

gram form they test the following idea:   

These models involve all the main effects and two two-way 

interaction effects. These interaction effects share a common 

variable. The null hypotheses for these models involve condi-

tioning the probabilities based on categories of the common 

variable:  

H0: πijk = ( πij. πi.k ) / πi 

 

How do I understand the output from loglinear models? 

 

This is a quick walkthrough and things to be aware of from the loglinear output using 

SPSS GENLOG command: 

 

 

Loglinear models use iterative maximum likelihood to arrive at its estimates. If the 

model fails to converge then you need to check the assumptions, specifically make sure 

that you have chosen the correct distribution and that there are not too many small cells 

where n < 5. 

 

 

 

 

 

 

 

 

The goodness-of-fit tests compares the residuals of the current model against 

the saturated model. If the numbers in the Sig column are greater than your cho-

sen alpha level, then you can assume that the model fits as well as the saturated 

model. Even more importantly you can use the Likelihood Ratio values pre-

sented in this table to perform Likelihood Ratio tests to compare different mod-

els.  

Uniform Association Models-These models test whether the 

association between any two of the variables is the same at all 

levels of the third variable. These models have all the main 

effects and three or more two-way effects.  

 

For these models, the null hypothesis cannot be represented by 

describing the combination of marginal effects as was done for 

the other types of models. However if these models fail to ade-

quately fit the data then associations between any two variables 

are not the same at all levels of the third variable.  

 



This is a key table from the output because it presents the actual observed counts and the expected counts from the model. Specifi-

cally, this the main diagnostic table to find out where the model is fitting and where it is lacking. NOTE: The residuals are the differ-

ence between the observed counts and the expected counts. The standardized residuals are the z-scores for the residuals and represent 

the discrepancy in standard deviation units. Deviance statistics for each cell are also presented.  

This presents the parameter estimates of the model. I use this primarily to make sure that the all the parameters are necessary and 

significant. If there are nonsignficant parameters which are not involved in higher order interaction terms, then I try to remove them 

to get to a simpler model that may describe the data just as well if not better. 

Excellent Web Resources: 

 

http://data.princeton.edu/wws509/notes/c5s2.html 

 

http://userwww.sfsu.edu/~efc/classes/biol710/loglinear/Log%

20Linear%20Models.htm 
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