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SUMMARY

Propensity-score methods are increasingly being used to reduce the impact of treatment-selection bias in the
estimation of treatment effects using observational data. Commonly used propensity-score methods include
covariate adjustment using the propensity score, stratification on the propensity score, and propensity-
score matching. Empirical and theoretical research has demonstrated that matching on the propensity
score eliminates a greater proportion of baseline differences between treated and untreated subjects than
does stratification on the propensity score. However, the analysis of propensity-score-matched samples
requires statistical methods appropriate for matched-pairs data. We critically evaluated 47 articles that were
published between 1996 and 2003 in the medical literature and that employed propensity-score matching.
We found that only two of the articles reported the balance of baseline characteristics between treated
and untreated subjects in the matched sample and used correct statistical methods to assess the degree
of imbalance. Thirteen (28 per cent) of the articles explicitly used statistical methods appropriate for the
analysis of matched data when estimating the treatment effect and its statistical significance. Common
errors included using the log-rank test to compare Kaplan–Meier survival curves in the matched sample,
using Cox regression, logistic regression, chi-squared tests, t-tests, and Wilcoxon rank sum tests in the
matched sample, thereby failing to account for the matched nature of the data. We provide guidelines
for the analysis and reporting of studies that employ propensity-score matching. Copyright q 2007 John
Wiley & Sons, Ltd.
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1. INTRODUCTION

Propensity-score methods are increasingly being used to reduce the impact of treatment-selection
bias in the estimation of causal treatment effects using observational data. The propensity
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score is defined as a subject’s probability of receiving a specific treatment conditional on the
observed covariates [1, 2]. Conditioning on the propensity score allows one to replicate some
of the characteristics of a randomized controlled trial (RCT) [3]. First, the propensity score is
a balancing score [1]: the distribution of measured baseline variables will be similar between
treated and untreated subjects within stratum matched on the propensity score [1, 2]. Second, if
treatment selection is strongly ignorable, then conditioning on the propensity score can produce
unbiased estimates of the treatment effect [1, 2]. However, while randomization will balance, in
expectation, both measured and unmeasured variables between treated and untreated subjects,
conditioning on the propensity score balances only measured baseline variables between treated
and untreated subjects. Therefore, within stratum of subjects matched on the propensity score,
treated and untreated subjects may still be imbalanced on unmeasured characteristics [4]. This
imbalance in unmeasured baseline characteristics can result in biased estimation of the true
treatment effect.

There are three commonly used propensity-score methods: covariate adjustment using the
propensity score, stratification or subclassification on the propensity score, and propensity-score
matching [5]. Propensity-score weighting is another method of using propensity scores to estimate
treatment effects. However, it is rarely used in the medical literature. Prior empirical and theoretical
research has demonstrated that matching on the estimated propensity score can result in a greater
reduction in treatment-selection bias than does stratification on the estimated propensity score
[5, 6]. However, the analysis of a propensity-score-matched sample requires statistical methods
appropriate for matched data. A recently published survey found that statistical errors were present
in a high proportion of articles published in two medical journals [7].

Accordingly, the objective of the current study is to examine whether appropriate statistical
methods were employed for the analysis of propensity-score-matched samples in the medical
literature.

2. STATISTICAL METHODS FOR PROPENSITY-SCORE-MATCHED SAMPLES

The propensity score is frequently estimated using a logistic or probit regression model with
exposure to the treatment as the dependent variable. Matched sets of treated and untreated subjects
are formed by matching on the propensity score. Once the propensity-score-matched sample has
been formed there are two important steps. First, researchers must assess the balance in baseline
covariates between treated and untreated subjects in the propensity-score-matched sample. Second,
the effect of treatment on the outcome must be estimated in the propensity-score-matched sample.
We discuss these two issues separately.

2.1. Assessing balance in baseline variables between treated and untreated subjects

RCTs typically compare balance in baseline covariates between treated and untreated subjects.
With few exceptions, the statistical literature is uniform in its agreement on the inappropriateness,
in most instances, of using hypothesis testing to compare the distribution of baseline covariates
between treated and untreated subjects in RCTs [8–14]. Senn writes that, in an RCT, ‘over all
the randomizations the groups are balanced; and that for a particular randomization they are
unbalanced’ [10]. Thus, in an RCT, the only reason to employ a significance test would be to
examine the process of randomization itself. As Begg suggests, ‘a significance test of the association

Copyright q 2007 John Wiley & Sons, Ltd. Statist. Med. 2008; 27:2037–2049
DOI: 10.1002/sim



A REVIEW OF PROPENSITY-SCORE MATCHING 2039

between the covariate and the treatment assignment is a test of the hypothesis that the treatments
are randomly distributed. In other words, it is a test of a null hypothesis that is known to be
true’ [13]. While randomization will, on average, balance covariates between treated and untreated
subjects, it need not do so in any particular randomization. Furthermore, balance is a property of a
given sample and not of a super-population. For these reasons, the use of significance testing is not
appropriate for comparing the balance in baseline covariates between treated and untreated subjects
in an RCT. There are a few exceptions to this proscription against using hypothesis tests to compare
baseline balance. Berger describes methods based on significance testing to quantify the imbalance
of baseline covariates resulting from selection bias in RCTs [15]. Raab and Butcher examine
the role of balancing covariates between exposure arms in the design of cluster randomization
trials [16].

Observational studies are, by nature, non-randomized. Therefore, there is no reason to assume
that baseline covariates will be balanced in expectation between treated and untreated subjects.
Indeed, treated subjects tend to differ systematically from untreated subjects. Several authors have
proposed methods for assessing balance in observational studies. Imai et al. suggest that any
statistic used to assess balance should have two properties: first, it should be a property of the
sample and not of some hypothetical population. Second, the sample size should not affect the
value of the statistic [17]. Ho et al. propose appropriate methods for assessing balance, including
standardized differences, comparing higher-order moments, propensity-score summary statistics,
and empirical quantile–quantile plots for each variable [18]. The standardized difference (also
referred to as the standard difference) is defined by

d= 100×|x̄treatment− x̄control|√
s2treatment+s2control

2

where s2treatment and s2control are the sample standard deviations of covariate in the treated
and untreated subjects, respectively. The standardized difference is the absolute difference in
sample means divided by an estimate of the pooled standard deviation (not standard error)
of the variable (the standardized difference should not be confused with z-scores, which
contain an estimate of the standard error in the denominator). It represents the difference in
means between the two groups in units of standard deviation [19]. The standardized differ-
ence does not depend on the unit of measurement. Furthermore, it satisfies the criteria of
Imai et al. in that it is a property of the sample and it does not depend upon the size of the
sample.

Both the desired properties of methods to assess balance preclude the use of hypothesis testing
to compare the distribution of baseline covariates between treated and untreated subjects in the
propensity-score-matched sample. The second property is particularly important since if the method
to assess balance is affected by the sample size, then better balance may be indicated in the
matched sample than in the initial overall sample simply due to a smaller sample size. Indeed,
Imai et al. demonstrated that if one uses significance testing to assess balance, then matching may
appear to result in better balance solely due to the decrease in sample size compared with the
initial unmatched sample [17].

The test of a good propensity-score model is the degree to which it results in the measured
baseline covariates being balanced between treated and untreated subjects. As Rosenbaum and
Rubin illustrated, the derivation of an appropriate propensity-score model may require several

Copyright q 2007 John Wiley & Sons, Ltd. Statist. Med. 2008; 27:2037–2049
DOI: 10.1002/sim



2040 P. C. AUSTIN

iterations [2]. The proscription against the use of statistical hypothesis testing to compare balance
in baseline variables does not imply a proscription against an iterative derivation of the propensity-
score model for use in propensity-score matching. At each step of the process, the propensity-score
model may be modified so as to improve the observed balance in measured baseline variables
between treated and untreated subjects in the matched sample. However, the comparison of balance
of observed baseline variables must be done using methods appropriate for matched samples. The
iterative process can continue until an acceptable balance between treated and untreated subjects
in the matched sample has been achieved. As with randomization, one should not expect that
perfect balance will be achieved for all measured baseline variables between treated and untreated
subjects in the matched sample.

2.2. Estimating the treatment effect

The second issue in the analysis of a propensity-score-matched sample is the estimation of the
effect of treatment on the outcome. A propensity-score-matched sample consists of pairs of treated
and untreated subjects, matched on the propensity score (many-to-one matching schemes can also
be employed, but for the sake of this discussion, we assume that one has formed pairs of treated
and untreated subjects). Treated and untreated subjects within the same propensity-score-matched
pair have similar propensity scores. Theorem 1 in Rosenbaum and Rubin’s initial paper on the
propensity score states that ‘treatment assignment and the observed covariates are conditionally
independent given the propensity score, that is x7z|e(x)’ [1]. Therefore, on average, there are
no systematic differences in baseline characteristics between treated and untreated subjects in the
propensity-score-matched pair. However, in the overall (unmatched) sample, systematic differences
usually exist between treated and untreated subjects in non-randomized studies. This implies that
matched treated and untreated subjects are, on average, more similar than are randomly selected
treated and untreated subjects. Hence, the treated subjects in the matched sample and the untreated
subjects in the matched sample do not form two independent samples. Since the matching was done
following exposure, any statistical analyses must account for the matched nature of the sample
when estimating the precision or significance of the estimated treatment effect. Since propensity-
score matching is part of the design of the study and not just a component of the analysis, it must
be accounted for in the analysis. The need to account for the matched nature of study designs when
estimating exposure effects is well known for other study designs in the epidemiologic literature.
For instance, the need to account for the matched design in the analysis of case–control studies is
well known [20, 21].

The analytic method for estimating the treatment effect and its statistical significance must
account for the matched design in the propensity-score-matched sample. For instance, differences
in continuous outcomes can be assessed using a paired t-test or the Wilcoxon signed ranks test.
Similarly, differences in proportions can be compared using McNemar’s test for correlated binary
proportions or extensions thereof for categorical variables with more than two levels [22]. Agresti
and Min describe methods for estimating relative risks and odds ratios, along with associated
confidence intervals, using methods that are appropriate for matched data [23]. Researchers can
also employ regression-based methods that account for the matched nature of the sample. For
instance, Cox proportional hazards models stratifying on the matched pairs can be fit. Similarly,
conditional logistic regression or logistic regression models estimated using generalized estimating
equation (GEE) methods take into account the matched nature of the data [24]. Each of the above
tests has assumptions that are required. For instance, the Wilcoxon signed ranks test assumes
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that the distribution of the differences is symmetric, that the paired differences are independent
and have the same mean (uniform treatment effect), and that the measurement scale is at least
ordinal [25].

The need to account for the matched nature of the propensity-score-matched sample is different
from that of blocking in RCTs. Block randomization, which has been defined as a random allocation
procedure used to keep the numbers of subjects in the different groups of a clinical trial closely
balanced at all times [26], is done prior to the exposure being selected, whereas matching is
done once the exposure has been selected. Furthermore, there is no reason to assume that subjects
within a given block are more similar than randomly selected subjects from different blocks.
Stratified randomization has been defined as a procedure designed to allocate patients to treatments
in clinical trials to achieve approximate balance of important characteristics without sacrificing
the advantages of random allocation [26]. Similarly, with stratified randomization, subjects are
randomized within strata (such as gender), so that the distribution of the stratification variable is
similar between treated and untreated subjects. As with block randomization, stratification is done
prior to treatment assignment.

The difference between accounting for the matched nature of the propensity-score-matched
sample and not accounting for the matched nature of the sample is different from the difference
between an unconditional and a conditional analysis of an RCT. In an RCT, an unconditional
estimate of the treatment effect can be obtained. This estimate ignores any potential imbalance
in measured covariates between treated and untreated subjects. Many authors suggest that one
uses analysis of covariance to obtain conditional estimates of treatment [8, 10, 11, 14, 27]. These
estimates are conditional on the observed covariates in the sample, and adjust for differences in
these baseline variables between treated and untreated subjects. Both unconditional and conditional
estimates of treatment effects can be obtained from an RCT. Furthermore, regardless of whether
block randomization was employed, these estimates can be estimated using methods that are
appropriate for independent samples. Similarly, one can obtain both unconditional and conditional
estimates from a propensity-score-matched sample. However, significance tests and estimates of
precision must incorporate the lack of independence of subjects within the same propensity-
score-matched pair. For instance, in comparing the differences in means between treated and
untreated subjects, one could obtain an unconditional estimate of the treatment effect using the
difference in sample means. However, there are two possible methods to assess the statistical
significance of the difference in means: one could use an unpaired t-test or a paired t-test.
Only the paired t-test would account for the matched nature of the sample. Similarly, one could
obtain an estimate of the conditional treatment effect using analysis of covariance. Using this
approach, the outcome is regressed on a dichotomous variable denoting treatment status and a set
of covariates that have been selected prior to the analysis. However, determining the significance
level of the adjusted treatment effect could be done in two fashions: either the paired nature of
the data is taken into account or the paired nature of the data is ignored. In accounting for the
paired nature of the matched sample, the analyst could fit an analysis of variance model estimated
using GEE methods that account for the matched nature of the sample. Thus, accounting for
the matched nature of the sample is different from choosing between an unconditional and a
conditional estimate of treatment effect. As argued above, all assessments of statistical significance
must account for the lack of independence within matched sets in the propensity-score-matched
sample. Regardless of whether one wishes to estimate an unconditional or a conditional treatment
effect, the matched nature of the sample must be accounted for when estimating the significance
of the effect.
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3. SURVEY OF PROPENSITY-SCORE MATCHING IN THE MEDICAL LITERATURE

3.1. Identification of published articles using propensity-score matching

A recent systematic review examined the use propensity methods in the clinical literature [28].
This review article examined issues related to the construction of the propensity score, the sample
size and number of variables used in the propensity-score model, the exposure and the outcome,
the field of study, and the propensity-score method that was employed. In the current review, we
examined 47 articles published in the medical literature between 1996 and 2003 that employed
propensity-score matching [29–75].

3.2. Abstraction of analytic methods in propensity-score-matched samples

We abstracted the following information from each of the published articles:

1. How was the propensity-score-matched sample created?
2. Was matching with replacement or matching without replacement used in forming the

propensity-score-matched sample?
3. Did the authors assess balance of measured variables between treated and untreated

subjects in the matched sample? When balance was assessed, what methods did the authors
employ?

4. What analytic method was used to estimate the treatment effect and its statistical significance?
Did this method take into account the matched-pairs nature of the sample?

The issue of matching with or without replacement is often overlooked in studies using propensity-
score matching. By reusing controls, matching with replacement may allow for a greater number of
treated subjects to be matched with an appropriate untreated subject, thus increasing the number of
matched sets. However, matching with replacement can result in the same untreated subject being
a member of multiple matched sets. Thus, analytic methods would need to account for this lack
of independence between matched sets that contained the same untreated subject. When matching
with replacement was done, we examined whether this was accounted for in the analysis of the
matched sample.

4. RESULTS OF SYSTEMATIC REVIEW

We reviewed 47 articles published in the medical literature in 1996 and 2003 that employed
propensity-score matching.

4.1. Formation of the propensity-score-matched sets

Fifteen (32 per cent) of the reviewed articles did not report the method by which matched pairs
were formed [30, 34, 41–44, 47, 56, 58, 63, 66, 67, 71–73]. Eight studies used five-digit matching
[29, 46, 48, 49, 54, 59, 62, 68]. If an appropriate untreated could not be selected for a given treated
subject, then a four-digit match on the propensity score was attempted. If an appropriate match
could not be formed on the first four digits of the propensity score, then a three-digit match
was attempted. This process was repeated until matches were attempted on the first digit of the
propensity score. If a treated subject could not be matched to any untreated subject on the first
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digit of the propensity score, then the treated subject was discarded from the matched analysis.
We refer to this method as 5→1 digit matching. One study used 6→1 digit matching [64].
Three studies reported using nearest neighbour matching [31, 37, 38]. One study matched on the
propensity score using calipers of width of 0.6 of the standard deviation of the propensity score
[33], while two studies matched on the logit of the propensity score using calipers of width of 0.6
of the standard deviation of the logit of the propensity score [52, 69]. One study used eight-digit
matching [35], while others used calipers of width 0.0001 [60], 0.0005 [32], 0.005 [53, 57], 0.01
[36, 39, 45, 55, 65], 0.02 [50], 0.03 [51, 70, 74, 75], and 0.1 [40]. Finally, one study matched within
the same propensity-score quintiles [61].

The large majority of studies reported using 1:1 matching in which one treated subject was
matched with one untreated subject. Three studies used 2:1 matching, in which two untreated
subjects were matched to each treated subject [29, 58, 71]. One study reported using many-to-one
matching, but did not provide additional details [30]. Four studies did not report the number of
untreated subjects matched to each treated subject [44, 47, 66, 67]. The remaining 39 studies used
1:1 matching.

4.2. Matching with or without replacement

Fourteen studies (30 per cent) stated, or allowed the reader to infer, that matching had been
done without replacement [33, 35, 37, 40, 41, 47–49, 51, 59, 62, 64, 68, 69]. The remaining 33
studies did not provide sufficient information to allow one to determine whether matching
had been done with or without replacement. If studies had used sampling with replace-
ment when forming matched sets, we were unable to determine whether appropriate statis-
tical methods to account for the lack of independence between matched sets had been
employed.

4.3. Assessing balance in measured baseline variables between treated and untreated subjects in
the matched sample

Eight (17 per cent) studies did not assess whether matching on the propensity score resulted in
a matched sample in which treated and untreated subjects had similar baseline characteristics
[33, 47, 49, 55, 58, 63, 66, 67]. Of the studies that assessed balance, four relied upon visual inspec-
tions of means and frequencies between treated and untreated subjects in the matched sample
[32, 53, 61, 62]. Thirty-three studies relied upon the use of significance testing to compare baseline
characteristics between treated and untreated subjects. Of these 33 studies, three studies did not
report the statistical tests that were used to compare baseline characteristics between treated and
untreated subjects in the matched sample [36, 65, 74]. Two studies used appropriate statistical
methods for continuous baseline covariates, but inappropriate methods for categorical baseline
covariates [56, 70]. Two studies reported standardized differences for comparing the distribution of
baseline covariates between treated and untreated subjects [50, 69]. The remaining 24 used statis-
tical methods that were inappropriate for matched pair data (unpaired t-tests or Wilcoxon rank sum
test for comparing continuous variables and chi-squared test or Fisher’s exact test for comparing
categorical variables). Therefore, only two studies used methods that fulfilled the criteria of Imai
et al. for comparing balance in measured baseline covariates between treated and untreated subjects
in the matched sample [17]. The method used, standardized differences, was one of the methods
proposed by Ho et al. [18].
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4.4. Estimating the treatment effect

Thirteen (28 per cent) of the 47 studies explicitly stated that methods appropriate for the anal-
ysis of matched data were employed in estimating the treatment effect and its statistical signif-
icance [32, 35, 39, 42, 47, 50, 56–58, 63, 69, 70, 73]. These studies employed logistic regression
models estimated using GEEs to account for the matched nature of the data, Cox regression
stratified on matched pairs, conditional logistic regression, and McNemar’s test for correlated
proportions.

Three additional studies used appropriate methods for some outcomes, but inappropriate methods
for other outcomes [37, 52, 75]. Five studies presented insufficient detail to ascertain whether
appropriate methods had been used [33, 55, 66, 67, 74]. The remaining 26 studies explicitly used
statistical methods that did not account for the lack of independence in the propensity-score-
matched sample. Common errors included using the log-rank test to compare Kaplan–Meier survival
curves in the matched sample, using Cox proportional hazards models in the matched sample,
using logistic regression in the matched sample, using chi-squared tests to compare proportions
in the matched sample, and using Wilcoxon Rank sum test or the t-test to compare continuous
variables in the matched sample. However, the log-rank test for comparing Kaplan–Meier survival
curves assumes independent samples [76], while both the Cox proportional hazards model and
the conventional logistic regression model assume independent samples [77, 78]. Similarly, the
chi-squared test assumes independent samples [22], as do the Wilcoxon rank sum test [25] and
Student’s t-test [79].

4.5. Estimating the propensity-score model

We examined how the variables for the propensity-score model were selected. A minority of studies
stated that a literature review was done to determine predictors of exposure [32, 47, 63], while
other authors used expert knowledge to determine variables that predicted exposure [50, 51, 70, 75]
or identified predictors of exposure from prior studies [57]. Five studies reported using some
form of stepwise variable method to identify predictors of exposure [42, 44, 48, 54, 60]. Two
of these studies added additional variables to the propensity-score model in addition to those
selected through stepwise selection [44, 48]. Three studies used stepwise variable selection in
repeated bootstrap samples to identify predictors of exposure [38, 44, 59]. Two of these studies
added additional predictors to the final model [44, 59]. One study reported including the potential
confounders of the treatment–outcome relationship [71]. Two studies did not report the vari-
ables that were contained in the propensity-score model and how they were selected [72, 73].
The remaining studies presented lists of variables that were included in the propensity-score
model.

Regardless of how variables were selected for inclusion in the propensity-score model,
researchers must still assess balance in measured baseline variables between treated and
untreated subjects. The issue of variable selection for the propensity-score model has recently
been examined [80]. It was shown that including factors in the propensity-score model
that are associated with exposure but that are independent of the outcome can result in
the formation of fewer matched pairs. This can result in estimates of treatment effect with
diminished precision. Greater precision can be obtained by including in the propensity-
score model the predictors of the outcome or the confounders of the treatment–outcome
relationship.
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5. DISCUSSION

The objective of the current study was to examine whether appropriate statistical methods were
used for the analysis of propensity-score-matched samples in the medical literature. Only two of the
47 articles assessed whether measured characteristics were balanced between treated and untreated
subjects in the matched sample and reported using appropriate statistical methods. Thirteen of the
studies used appropriate statistical methods for all analyses examining the impact of treatment on
outcome. Overall, only two studies used appropriate statistical methods both for assessing balance
in the matched sample and for assessing the statistical significance of the treatment effect.

We make the following five recommendations for the design, analysis, and reporting of studies
that employ propensity-score matching. First, the strategy for creating matched pairs should be
explicitly stated and the choice of method justified by an appropriate citation to the statistical
literature. This allows other researchers to replicate the methods of the published study. Second,
studies should explicitly document whether sampling with or without replacement was used when
creating the propensity-score-matched sample. If sampling with replacement was used, then this
needs to be accounted for in the analysis of the data. Third, the distribution of baseline characteristics
between treated and untreated subjects in the matched sample should be explicitly described in
the paper. Just as no RCT should be published that does not compare baseline characteristics
between the arms of the trial [8], so every study using propensity-score matching should compare
measured baseline characteristics between treated and untreated subjects in the matched sample.
Fourth, differences in these distributions should be assessed using methods that are not influenced
by sample size and that are sample specific and do not refer to a hypothetical population [17, 18].
Fifth, analytic methods for the estimation of the treatment effect should be appropriate for matched
data. The paired t-test and the Wilcoxon signed rank test can be used for comparing differences
in continuous outcomes between treated and untreated subjects in the matched sample, while
McNemar’s test can be used to compare proportions. Comparable methods exist for relative risks.
For time-to-event outcomes, Cox proportional hazards models stratified on the matched pairs can
be employed. Alternatively, Kaplan–Meier survival curves between treated and untreated subjects
in the matched sample can be compared using a test described by Klein and Moeschberger [81].
As in RCTs, either unconditional or conditional analysis can be conducted in the propensity-
score-matched sample. Unconditional analyses, as described above, are direct comparisons of the
outcome between treated and untreated subjects in the matched sample. Conditional analyses
adjust for potential differences in prognostically important baseline characteristics. However, when
conducting conditional analyses, the regression models should be fit using methods that allow one
to account for the matched-pairs design (e.g. GEE methods).

In conclusion, propensity-score matching tended to be poorly implemented in the medical
literature between 1996 and 2003. The majority of studies ignored the matched nature of the
propensity-score-matched sample when estimating the effect of treatment on the outcome. Simi-
larly, only a minority of studies used appropriate methods for assessing the balance in measured
baseline variables between treated and untreated subjects in the matched sample. We have provided
suggestions for improving the analysis of propensity-score-matched samples and for improving
the reporting of these analyses.
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