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ABSTRACT

This paper examines the utility of constructed/extended response questions as a means to promote conceptual understanding of mathematics and facilitation of positive student outcomes. Currently, investigations of item formatting related to facilitating student understanding and achievement in mathematics is limited. Because items that prompt students to construct a response are thought to support conceptual development, we argue that such strategies will enhance knowledge transfer, and in the process, develop students’ flexibility in thinking through multiple contexts. Discussion in the paper centers on research supported by the impact of testing on classroom instruction, with special emphasis on how such an impact can be evaluated and used to enhance conceptual learning while eliciting positive outcomes from all formats of testing items. This study uses a multivariate correlational analysis of longitudinal archival test results (grades 3-5) from an urban upstate New York elementary school to describe relationships between open-ended/constructed response/short answer items on the State mandated Mathematics Tests and student proficiency.
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*Purpose of the paper*

This evaluation focused on student responses to constructed/extended response questions on a statewide test. A multivariate correlational design examined a priori hypotheses regarding student achievement. A statistical discriminant function analysis of data framed discussion on student outcomes, such that, scores on constructed/extended response items at grades 3 and 4 were significant predictors of overall proficiency at grade 5, (*p*< .05). Additionally, subcategories identified at grades 3 and 4 were significant predictors of student proficiency in grade 5. Ultimately, if performance on CR items is statistically related to students’ future mathematic achievement on all formats, educators should consider how constructed/extended response formats inform pedagogy, curriculum, and classroom methodology for mathematics at the elementary school level (Schoenfeld, 2002). Implications for instructional and assessment alignment are examined. The discussion centers on the predictive nature of constructed/extended response questions and the specific nature of subcategories of constructed/extended response at each grade level.

Theoretical background of the study

“Assessment in school is not a casual affair; not for the school, district, or state that must demonstrate adequate yearly progress (AYP) as part of public accountability and not for students working to meet high performance standards.” (Luke & Schwartz, 2010, p. 1) According to Darling-Hammond et. al. (2010), assessments are embedded in the curriculum; they influence the day‐to‐day work of teaching and learning and focus the use of knowledge to methods of solving problems.

Educators are experiencing a relentless pressure to show their effectiveness through student performance on standardized achievement tests. According to Valli, et. al. (2008) high-stakes tests lead teachers to stray from the qualities of good teaching including setting aside learner-sensitive responses in favor of moving lessons forward and covering the identified content, reducing the cognitive challenge of the lessons they designed, and posing lower level questions. In a study by Au (2007) results indicated that high-stakes testing exerts significant amounts of control over the content, knowledge forms, and pedagogies at the classroom level. His study outlined high-stakes tests that “encourage curricular alignment to the tests themselves”, narrowing the curricular content to tested subjects, to the detriment or exclusion of non-tested subjects. The findings of his study further suggested that the structure of the knowledge itself also changed to meet the test-based norms as “content was increasingly taught in isolated pieces and often learned only within the context of the tests themselves.” He stated that “Both content contraction and the fragmentation of knowledge, pedagogy” was also implicated, as “teachers increasingly turn to teacher-centered instruction to cover the breadth of test-required information and procedures.” (p. 263). Pedulla (2003) and Clarke (2002) surveys of educators confirm that the [NCLB] model promotes teaching to the test and a narrow curriculum (Guisbond & Neill, 2004).

Although Falkner et. al. (2006), in his study of testing in Kentucky classrooms, stated respondents in their study found the state assessment to be a beneficial instructional tool that provided focus for instruction and kept teachers “on track,” most teachers felt state assessment mandates had negatively affected their use of instructional time and selection of instructional strategies.

Not all researchers and educators agree with these perspectives, for example as Yeh (2005) found that teachers in Minnesota reported that their pedagogy was not negatively affected by high-stakes tests because they said the tests there were well designed and did not promote drill and rote memorization. Another example comes from Hillocks (2002) where investigations led to the belief that different latent traits were measured with various formats. As Darling Hammond (2010) suggests:

“U.S. tests rely primarily on multiple‐choice items that evaluate recall and recognition of discrete facts, examinations in most high‐ achieving countries use primarily open‐ended items that require students to analyze, apply knowledge, and write extensively. Furthermore, these nations’ growing emphasis on project‐based, inquiry‐oriented learning has led to an increasing prominence for school‐based tasks, which include research projects, science investigations, development of products, and reports or presentations about these efforts.”

When looking through the lenses of Hillcock, Yeh and Darling–Hammond, the key element in their discussion is the construction of the test itself. The real issues is not the item format per se, but the use and impact of item format on the overall design of classroom instruction including the analysis of students’ understanding which then impact teachers’ next steps. According to Kang, et.al. (2007), test format and corrective feedback modify the effect of testing on long-term retention. “The more demanding the retrieval processes in testing engendered by an intervening short answer test, the greater the benefit to final retention.” The practical application of his findings was that regular short answer quizzes with feedback might have been effective in enhancing student learning than repeated presentation of target facts or taking a multiple choice quiz (p. 528).

Those that content MC questio9n might predict outcomes in the same manner, ignore many researchers perspectives that multiple-choice tests do not provide information on the thinking processes of the respondents, which are important to differentiating between deficiencies in thinking and differences in background beliefs and assumptions (Arter & Salmon, 1987; Ennis, 1993; Norris, 1990). According to Tao;

“MC questions give a misleading impression of what mathematical problem solving is, and how one should go about it.  In actual mathematical research, problems do not usually come with a list of five alternatives, one of which is correct; often, figuring out what the potential, plausible, or likely answers could be, or even what type of answers one should expect or whether one should ask the question at all, is as important as actually identifying the correct answer.  Multiple choice quizzes also tend to reward quick-and-dirty or sloppy approaches to problem solving, as opposed to careful, deliberate, and nuanced approaches; in particular, such quizzes tend to encourage the mindless application of formal rules in order to arrive at an answer, without devoting much thought as to whether these rules are actually applicable for the problem at hand. (Tao, 2008).

Test developers have attempted to alleviate this by asking respondents to provide reasons for their answers, incorporating open-ended free response questions instead (Ennis, 1993; Halpern, 1994). A review of the California State Department of Education’s report on open-ended questions, *A Question of Thinking*, shows that most students lack opportunities to express mathematical ideas in writing, with fewer than 25% able to write completely about any of the problems given (Stenmark, 1989). Part of effective instruction is giving students opportunities to explain their thinking in writing, using proofs, multiple steps, organizers and written sentences. we now know that in order to learn mathematics, students must learn to communicate mathematically (NCTM 2000). This means listening, speaking, reading, and interpreting. It means explaining how a problem is solved, and explaining the problem and its solution using a variety of representations: words, symbols, graphs, charts, visuals, models, and manipulatives (Leiva, 1995).

Additionally, Glover (1989) concluded also that the more complete the retrieval operations during the intervening test, the greater the benefit to final memory performance. Kang also suggests (2007), “If the processes engaged during memory retrieval are crucially responsible for the testing effect, then one might expect that the more demanding or effortful the retrieval during a test, the better that material will be remembered later.” The “retrieval demands hypothesis” suggests that an intervening short answer (SA) test resulted in better performance on the final test than an intervening multiple choice (MC) test, regardless of whether the final test was MC or SA format. These findings showed that of the two test formats often used by teachers, the SA test was more beneficial for long-term retention than restudying. Additionally, results indicated test that item format and corrective feedback modulated the testing effect. Completing a SA test was found to boost final test performance more than additional focused exposure to test-relevant information, if corrective feedback was provided to improve poor initial test performance. Although taking an MC test improved final retention relative to completing no test after study, performance was not significantly different from receiving additional exposure to test-relevant information” (p. 544).

Authors have argued that if a conceptual base of knowledge in mathematics is limited, children may fail to develop skills which may prove necessary for future success (O’Neil & Brown, 1998). Skills, such as critical thinking or problem solving, which are paramount to achieving success may be undermined long before students reach secondary grade levels (Carnine, Jones, & Dixon, 1994), suggesting that narrowly aimed assessment reform is not sufficient (Hirsch, Koppich, & Knapp, 2001). Because choices students make in mathematics are based on the most commonly used instruction techniques; a unitary method of representation is often used exclusively when solving particular types of problems (Tsamir & Almog, 2001). As a result, assessment reformers, focusing on evaluation of student knowledge, stress the need for integration between assessment and instruction (Shepard, 2000). Researchers (Clark, 2002; Pedulla, 2003) who surveyed educators confirm that the No Child Left Behind model promoted teaching to the test and development of narrowed curriculum (Guisbond & Neill, 2004). This can be seen in in traditional testing, where selected response, such as multiple choice (MC) exams, are common, due to the relative ease and simplicity of implementation. However, selecting the correct response can be a false indicator of knowledge (Dufresne, 2002), as MC exams may be more reflective of shallow factual memorization, or one's ability to take an exam (e.g. test smarts) as opposed to actual knowledge (Stiggins, 2005). According to Tomlinson (2007), this format provides little information about problem solving abilities and other critical information teachers use to make informed judgments regarding appropriate instructional strategies and practices.

One way in which assessment and instruction may be better aligned to develop more in-depth understandings and knowledge is through the use of appropriate testing items, i.e. open-ended/constructed and short answer response items. Although much remains to be learned about test item formatting and its impact on classroom instruction, using these formats has been linked to promoting models of teaching and learning which facilitate in-depth understanding (Lane, 2004). Alternatively, the use of open-ended/constructed and short answer response items may allow educators to gain unique diagnostic insight into students’ thinking, while providing opportunities for students to exercise personal agency to enhance learning (Bahlmann & Walter, 2006; Birenbaum & Tatsuoka, 1987).

*Methodology*

This evaluation utilized data from one school in one upstate New York State school district. The data encompassed longitudinal archival test results from approximately 300 students in grades 3 through 5, from a school identified in the New York State Report Card (2009) as an elementary level school in an urban or suburban school district with high student needs in relation to district resources. Comparable schools in this group were in the middle range of student needs for elementary level schools in these districts.

A correlational multivariate research design using *a priori* data was utilized through a discriminant analysis in order: 1) to investigate which content-specific variables from grades three and four best predict fifth grade proficiency level; 2) to determine the degree of association of third and fourth grade content variables with 5th grade outcomes and 3) to outline the generation of weights that allow for the establishment of predictive functions. Additionally, the analysis used components of two assessment tools to assess the dependent and independent variables based on mathematics scaled scores obtained from the administration of either the Test of New York State Standards (TONYSS; created by Riverside Publishing Company, 2006) and the New York State Testing Program, Mathematics Tests from 2003 -2009.

*Results and Conclusions*

Overall, the data analysis in this study suggested that open-ended, extended/ constructed response questions in grades three and four can predict proficiency grouping on future fifth grade mathematics test. All content constructs (grade 3 and 4 statistics and probability, grade 3 and 4 number sense, numeration and operations, grade 3 and 4 geometry, grade 3 and 4 algebra and grade 4 measurement) appeared to be important when attempting to discriminate between the proficiency levels in fifth grade student outcomes. More specifically, in third grade, statistics, probability and geometry were the strongest predictors of fifth grade proficiency level. These constructs require students to understand mathematics through the collection, organization, displaying, and analyzing of data. Students make predictions that are based upon data analysis and understand and apply concepts of probability (NYSED, 2010, p. 26). In the case of geometry, mathematics is realized through visualization, spatial reasoning and analyses of characteristics and properties of geometric shapes (citation).

Additionally students formally and informally identify and justify geometric relationships, apply transformations, use symmetry, and coordinate geometry to analyze problem solving situations (NYSED, 2010, p. 26). In grade 4 number and numeration and algebra are the most predictive sub-categories. Students understand numbers through multiple ways of representing numbers, relationships among numbers, and number systems. Students glean meanings of operations and procedures and how they relate to one another and compute accurately to make reasonable estimates when dealing with number sense and numeration (NYSED, 2010, p. 26). In algebra, students represent and analyze algebraically problem solving situations; perform algebraic procedures accurately; recognize, use, and represent algebraically patterns, relations, and functions (NYSED, 2010, p. 26).

These constructs are supported in classrooms through activities focused on specific bodies of knowledge and mental processes associated with each sub-category area and the grade level concepts. While the content may look similar across grade levels the mental processes used at each grade level change and become more sophisticated as the grade level increases. In comparing the third and fourth grade predictive value of the subcategories, the differences may be due to the specific content taught and the level or depth of the concept within each category.

Overall, however, outcomes supporting the predictive nature of open-ended questions add to researchers’ contention that the use of open-ended constructional formats improves the development of conceptual understanding and builds long-term conceptual learning (Gray & Tall 2002). Additionally, it hints at a need to address the issues of testing preparation, the impact of testing on classroom instruction, the discussion of what constitutes in-depth understanding in mathematics learning, how it should be supported, and how it is practiced (Moon & Schulman, 1995; Kuechler & Simkin, 2010). Additionally, these outcomes support research that suggests the whole curriculum can be framed with an awareness of the abstract, evoking complex thinking skills (Gray & Tall 2002; Martinez, 2010).

*Implications*

The idea of open-ended items promoting higher order thinking skills is not a new one and there has been world-wide demand for curriculums to engage students in learning activities that nurture critical thinking skills. To understand whether we have been successful in answering such demand, the development of suitable assessment of critical thinking is crucial. According Ku’s (2009) in-depth study of item formats and their cognitive and dispositional value for critical thinking, open-ended response formats would capture more of the cognitive ability and disposition aspects of critical thinking than multiple-choice response formats would (Ku, 2009, p. 71). Additionally, researchers contend that testing impacts how teachers teach by altering instructional practices and the philosophy behind methods they use. (Barksdale-Ladd & Thomas 2000; Jones & Johnston, 2002; Wideen et al 1997; Yarborough, 1999). According to Kazemi, (2002), assessment can be a source of insight into student learning, but it requires that we pay close attention to children’s thinking. The research behind this study of open-ended mathematics test items suggests that item format is not irrelevant to math achievement measured in elementary grades and can inform effective instruction of mathematics.

Although this research suggests that the item formats can help inform instructional methods, the specific content strands and the reason behind one predicting outcomes more than another, still need to be investigated in more depth. While these analyses may be far from inferring support for the development of more complex conceptual thinking and mathematical awareness in classrooms, the first step in this direction is the investigation of the connection and explanation of the relationship between open-ended question, classroom instruction and student achievement. Additionally, it suggests that we need to investigate in more depth, the skills learned when using multiple choice items on tests at this early developmental age as a per ponderous use of multiple choice type formats will continue to exacerbate limitations on children’s understanding of mathematics.
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