SOME REFLECTIONS ON THE 2011 AEA CONFERENCE
I’ve discovered, in my new job as conference scribe, that people have different expectations for conferences.  Some told me they attended this one to hear the latest in craft development.   But others are here to gossip with old friends and to compare the heroic past with the disillusionments of the present.  Some are new to the field and want to explore the usefulness to them of a professional association.  And some want to compare the relevance of the conference to what they see happening in the real world of their evaluative experience. 

In short, we all hope to learn different things from these meetings, depending on our values, our past failures and successes, the setting in which we work, and our ability (or inability) to suspend disbelief.  Still, isn’t it true that what really counts is:

     (1) Will we remember it as a good conference?

     (2) Were there some interesting tensions manifest across the various sessions that would be important to identify? And

     (3) Looking backward at evaluative issues we’ve treated in the past, do we see areas of progress for the field?

Just to let you know, I used a mixed-methods approach to answer these questions:  qualitative inquiry and listening in the public sessions, and unabashed eavesdropping everywhere else.

Was the conference a good one?  I certainly think so, and so did everyone I spoke with.  Even the old, old notions were provocatively re-treated and there was a real effort to not just bemoan gaps in our methodological toolkit, but to actually structure some new ways of dealing with them.  In particular, things like how to measure the adequacy – or fidelity – of implementation, and how to treat scale-up problems, adoption problems, sustainability.  These have been important and stubborn difficulties in our field for a long time now, and it’s good to see them being seriously addressed.

Many people mentioned to me their pleasure at seeing the openness of approach this year in selecting plenary speakers from a related field like investigative journalism:  they saw it as helpful for countering any narrowness in our traditional evaluation focus, for educating young evaluators, and for creating a shared basis in the understanding of common problems, such as ways of dealing with unfamiliar cultural contexts.  People think we should continue with this approach.

Second, were there some interesting tensions that emerged?  I think so.  For example, Jennifer, in her opening plenary remarks, and, in particular, her wonderful little scenarios, called for a world in which evaluation sponsors share evaluative values, welcome data collection and capacity-building plans, and use the evaluation findings with enthusiasm.  But Ahmed Dewidar told us about the utter separation, in real-world Egypt, that existed between the views of NGO sponsors, and those of evaluators measuring the public and private effects of giving birth certificates to impoverished women and children whose very existence had hitherto been officially denied.

Again, evaluators understand the entanglement of values and methodologies – and the importance of that entanglement for a  strong  study – but sponsors usually don’t.  I remember a United States Senator listening to us tell him about the magic of meta-evaluation and the look of total mystification on his face as he said,” Why are you telling me about your methodology?  I have to fight powerful political opposition on this issue and what I need is bats, bats and more bats, not methodology.” 

Still further, some of us think we can preserve a cool evaluative space devoted to deliberation and dialogue, where data can displace diatribes, and dialectical pluralism reigns.  But today we live in a world of single narratives, of suppressed evidence, of artificially simplified cause-and-effect relationships which don’t mix well with a climate of scientific objectivity and open debate.  Yet we need that climate to do our work.

So these tensions raise the question of whether and how we can bring the different worlds of evaluative complexity and political oversimplification closer together, and whether there can be some rapprochement between a sponsor’s political agenda and an evaluator’s plan of action.

Finally, are we making progress?  I think there’s no question we are.  Remembering the income maintenance experiments of the seventies and their inability to spot emerging issues like skyrocketing divorce rates among families because of the inflexibility of the randomized controlled design, we now hear about efforts like the one described by Beverly Parsons that used a complex systems framework featuring multiple evaluation plans (including the experimental design) that should allow unexpected emergent issues to be caught and documented.
Again, I contrasted the way things were at NATO when I did my evaluation work there in the sixties, with the “evaluation of the evaluation” effort described by Michael Patton.  Today, in the international arena, we see country reference groups which actually endorse evaluation designs at the get-go and review evaluation reports in timely fashion, as opposed to the old way I knew of just ignoring the evaluation until the report came in and it had to be dealt with, which also meant that use of the findings was a fairly unreasonable expectation.  Also, commissioning an evaluation of the evaluation has to be the ultimate Cronbach credibility tool, which is major progress, in my judgment.

I also remember that in the early 1980s, we wanted to do a synthesis of studies examining the effectiveness of service programs for the elderly, and we discovered that not one of the studies in all of the programs had interviewed a single elderly participant.  They’d interviewed program administrators, they’d interviewed practitioners, but apparently they had no interest whatever in interviewing participants.  Yesterday, I heard a sophisticated analysis by Rob Fischer looking at different ways to think about program participants and measure their experience, with important implications for different models of data collection.

Finally, just looking around the various rooms and listening to the debates was itself a source of joy at this conference, because of the increasing diversity, quality, awareness and potential for excellence in these groups that have converged here from around the world.  Thanks in particular here to Donna Mertens and Ricardo Millett. 

On the other hand, we’re not alone in the world, and we have a problem of deteriorating quality in the political environment which affects the programs and policies we evaluate.  If we are, in fact, facing what Leonard Pitts called “the demise of objective truth” in our society, we won’t be able to rest on our evaluative laurels for long.  It’s true that we may be “only a trained sensibility armed with a lead pencil,” as David Jenkins said about us Friday.  But at the end of the day, a pencil isn’t such a bad weapon to have in this kind of situation, and we have learned to wield it to some effect.  

So this has been a wonderful conference:  interesting, innovative and open to the real world.  My gratitude to everyone who made it possible, and my thanks to all of you.  
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