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Abstract:
The mixed methods community enjoys a rich diversity of philosophical, methodological, practical, and ethical views about quality. With diversity come challenges of reconciliation around what constitutes quality work, including explicit and implicit differences in criteria for evaluating the separate qualitative and quantitative strands, nomenclature, the relative importance and the separate versus integrated character of study components, and the necessity of evaluating inquiry consequences.  Quality audits offer the potential for a common ground. Such audits focus on mixed methods inquiry as a systemic attempt to answer research and evaluation questions, clearly differentiating four elements of  inputs (problems, data), processes (analysis, results), outputs (inferences, recommendations), and consequences/outcomes (impacts, utilization) of inquiry, while recognizing that these might not operate in a linear manner.  Quality audits ask specific questions about each component of a mixed methods project, from purpose and questions to final conclusions (inferences).  Areas needing further development, especially applicable to evaluation, are the role of the evaluator as a possible stakeholder, desirability/ necessity of engaging the stakeholders, divergence in quality assessors, and the importance of assessing the impact of evaluation, both on the stakeholders and on the organizations/programs.  


Mixed methodology and evaluation methodology have numerous common attributes.  One of these shared attributes that are particularly important to us is that in order to answer the questions they set to answer; they both utilize a process of inquiry that is similar to everyday information processing and problem solving. Both use a dynamic and question-focused approach to inquiry, in which the inputs, processes, and outputs are linked in a non-linear manner, one informing the other (s).  Our latest thoughts on the ‘theory’ of mixed methods research, and possible approaches to conceptualizing quality, is centered on this authentic human information processing and decision making (also, please see Tashakkori & Teddlie, 2010b).  A mixed methods researcher advances the everyday problem solving process by using a more sophisticated and systematic methodology, leaving an audit trail, and consciously and systematically questioning the credibility of inferences that emerge from the ‘results’.  We believe that an evaluator also operates within this dynamic problem solving framework[footnoteRef:1].  Due to this, and many other commonalities, we would like to use the term “mixed research and evaluation methodology” as an umbrella, rather than referring to the two as distinct methodological entities.  However, we recognize that there are two communities of scholars-practitioners who might not have consensus on this unified conceptualization.  Our guess is that  there is a large and growing intersection of the two commonalities. [1:  For emerging thought about a more formal conceptualization of this process in evaluation, please see Kundin, 2010).  ] 

	We believe that discussions of evaluation quality should also be situated in another shared attribute of the two communities. Both communities have largely rejected the either-or of qualitative and quantitative approaches.  Consequently, both have demonstrated the desirability/feasibility of a dynamic back and forth travel between qualitative and quantitative purposes (intentions), questions, data, research methods, findings, and inferences.  Both agree on the flexible role of the inquirer/evaluator in the process of finding answers.  Such a context explicitly acknowledges that the inquirer is neither strictly an insider nor an outsider, since he/she may potentially change to a stakeholder in the success of the program, or take an active role in improving the lives of the participants/recipients (Mertens, Bledsoe, Sullivan, & Wilson, 2010).  
Within such a context, quality is not a unitary concept, since it is assessed from multiple stakeholder perspective: i.e., quality from whose perspective?  Whose perspective has priority in assessing the quality of an evaluation project? (also, see O’Cathain, 2010).  

Figure 1.  Multiple Perspectives/Inputs in Assessing Evaluation Quality
Mixed methods researchers share a common struggle with evaluators (if they are not one and same people!) in conceptualizing quality standards and audits that permit (or even encourage) such differential/multiple perspectives.  A framework that integrates such diversity would undoubtedly be complex, at least more complex than separate frameworks from QUAL and QUAN traditions[footnoteRef:2].  On the other hand, such a framework has the potential to incorporate common concepts and ideals between the two traditions, to reduce at least a part of this complexity.  The ‘integrated framework’ presented later in this paper makes an excreted effort to find these commonalities, while allowing for the diversity that is inherent in such highly polarized approaches/communities.   [2:  Actually, the complexity goes well beyond a combination of methods.  For an excellent discussion of other aspects of complexity that is inherent in multiple mental models, see Greene (2007) Chapter 9.] 

General Framework for Quality Standards/Audits in Mixed Methods Research/Evaluation:
Quality standards and quality audits have emerged as important issues for discussion in   the mixed methods. The result has been an evolution of frameworks that address these issues.  In the last chapter of the Handbook of Mixed Methods, we identified six major issues needing substantial conceptual and methodological expansion and/or clarification:
1. Necessity of convergence in core ideas 
2. Conceptual stances 
3. Quality standards
4. The language of mixed methods research (nomenclature)
5. Research design issues in mixed methods research (typology of methods/designs, 
	Factors to include in determining the design and the process, etc.)
6. Utilization of the outcomes for policy and practice (utilization quality)
Although the issues related to quality, and quality audits, emerged in all categories, they were more salient in 4 domains (1, 3, 5, and 6).  There are ambiguities and disagreements in the terminology (e.g., over-reliance on the term ‘validity’ to apply to all aspects of quality, see Lincoln & Guba, 2000, p. 178),  conceptualization of quality (quality of what?), role of worldview and socio-political context in quality assessment, standards of quality, and the assessors/judges of  quality assessment (quality to whom?  Also see O’Cathain, 2010). 
There are multiple frameworks for assessing quality that are not always consistent in their terminology, in the way they define quality, and in the proposed procedures for assessment/ audits.  The procedural controversies may partly be linked to the divergence of quality audits between the QUAL and QUAN components of mixed methods studies.  Procedural ambiguities also include the identification of components of a mixed methods study that need assessment, and the necessity of evaluating the components of a study separately and distinctly from each other (good quality data does not necessary mean good quality data analysis and/or results).  Finally, work needs to be done in the area of evaluating the consequences of mixed methods studies, which as we discuss later is perhaps, the most shared topic with the evaluation community (‘Are the outcomes of mixed methods research/evaluation projects being utilized for policy and practice in an effective and ethical manner?’).  
This brief review of some of the controversies and ongoing discussions/developments in mixed methods quality audits should also demonstrate the common concerns of the two communities (mixed methods researchers, and program evaluators).  A challenge in both communities has been in incorporating the divergent (and often dissonant) conceptualizations in the qualitative and quantitative traditions/approaches (also see Caraccelli & Riggin, 1994).  For example, QUAL and QUAN communities are often in sharp disagreement about the starting points of inquiry (worldview or research question?  Literature or personal values? etc.).  
A salient aspect of these disagreements is in definition/conceptualization of what constitutes as evidence, and the criteria for assessing the quality of permissible evidence/inputs to the research/evaluation process.  Much of what QUAL researchers consider as quality evidence is discarded or ignored by QUAN investigators.  Largely bypassing these disagreements, for a mixed methods researcher/evaluator, credible evidence is pragmatically assessed with a close focus on how well it paves the path to finding credible answers to research questions.  
Mixed methods projects are conducted in order to answer questions that are complex and multi-faceted and, as a result, are not effectively answered by strictly qualitative or quantitative methods/approaches.  However, they are more time consuming, expensive, and require a degree of integration of outputs that takes considerable expertise and deliberation.  Given these extra costs, time, effort, and the possibility of needing to integrate divergent outcomes, it is necessary to assess the degree to which such projects achieve their goals.  In other words, discussion of quality in mixed methods research/evaluation must be situated within this simple expectation of parsimony.  In other words, a mixed methods project has quality only if the ultimate goal of employing such methods is achieved by effectively integrating the results of various strands of the project.  
Partly consistent with the process of program evaluation (e.g., logic models), we  propose  that discussions of quality in mixed methods projects should include evaluating the  inputs, processes, outputs, and outcomes of inquiry separately, but also in a highly inter-connected,  dynamic, and non-linear (back and forth!) manner.  In a mixed methods research/evaluation project, inputs include purposes (emerging from investigator’s values, political agendas, worldviews, etc.), questions (emerging from purposes, although not always transparent), prior knowledge (literature, previous studies, etc.), socio-cultural and political context (what is hot, what is not!  Controversial issues, funding possibilities) and, of course, systematically collected numeric and narrative/observational (narrated) data (including the investigator’s own experiences and ‘notes’ in the field).  Despite the difficulty of isolating the process of meaning making from these inputs, in research/evaluation we ‘analyze’ the inputs by summarizing, categorizing, linking, comparing, contrasting, and integrating all the pertinent data and observations to develop the ‘findings’.  
A mixed methods researcher is keenly aware of his/her own role in this process, regardless of what type of data analysis and/or results are being used in any stand/stage of inquiry.  The outputs of the process are inferences (conclusions) that are drawn both from each set of findings (where the QUAL and QUAN results might be separate or inter-dependent), and meta-inferences that emerge as a result of connecting these isolated conclusions and findings[footnoteRef:3] Since the ultimate goal of a mixed methods research/evaluation project is to answer the questions set forth earlier, the quality of these emerging inferences must be assessed in terms of how well they provide answers (or, hopefully, a coherent super-answer that emerges when the components are linked/integrated).  Such answers include a thorough understanding of the phenomenon, program, or behaviors of interest, as well as the relationship between (inter-play of) different findings/inferences, and between each of these components and the whole.   [3:  Please note that we use inference both as the process of understanding (making inferences) and the output/product (conclusions) via these interpretations (Caracelli & Riggin, 1994).  ] 

The policy and practice recommendations that follow these answers (outcomes, consequences) are probably more crucial in evaluation than in most research projects.  Most research projects try to offer explanations for the phenomena, leaving the utilization to others.  Although in research methodology there are disagreements about the necessity of assessing the impacts of these consequences on policy, programs, and practice (No child Left Behind heavily emphasized such a requirement), the controversy is not an issue in evaluation. Utilization quality (effectiveness and ethical/moral quality of policy and practice recommendations) is a part and parcel of evaluation projects. Impact on the individuals, programs, and  organizations has been identified as important aspects of quality in program evaluation (see, for example, Henry & Mark, 2003).
Although the standards for assessing quality are not the same for the inputs, processes,  outputs, and outcomes/consequences, each is highly dependent on the others.  Undoubtedly, vaguely conceptualized questions and purposes lead to vaguely defined and inconsistent research/evaluation methodology, poor data and analysis, problematic inferences, and ultimately, problematic recommendations.  Similarly, a well-implemented process of data collection and analysis does not automatically indicate high quality inferences and utilization.  Although we have presented these components in a linear manner, in practice making sense in mixed methods consists of a back and forth process until a level of certainty is achieved.  Reaching a level of certainty is also important in evaluation.  In Richie and McDonald’s (2010) words, “evaluation is a process that discerns what can be known with some certainty, and can help to provide a clear vision of targets for the future (p. 111, italics ours).   Consequently, one criterion for assessing quality in research and evaluation projects is to assess this certainty.  Credibility, soundness, ethicality, and parsimony (costs, both in terms of funding and in terms of negative impact on lives) are all components of this certainty.   
In sum, both the mixed methods researcher and the evaluator must ask “What constitutes reasonable/believable inferences and the meta-inferences that emerge as a result of linking these inferences?”  A mixed methods evaluator, more than others, must proceed to the next question: “What constitutes ‘good’ policy and practice recommendation that follow these inferences?.“ finally, an evaluator must ask the utilization quality question: “Did the evaluation outcomes/process lead to desired/intended changes?.”  We discuss possible answers to these questions briefly, under “Integrated Framework” and “Utilization Quality” below.
Integrated Framework for Quality:
The ‘Integrated Framework” for quality in mixed methods research/evaluation projects  follows an attributional model of information processing and decision making, that considers confidence in the ‘goodness’ of the outcomes of the project as the ultimate assessment goal.  The terms ‘goodness’ and ‘outcomes’ are both relative, and need further definition (see discussion above, under ‘quality to whom’).  Quality of inferences is assessed simultaneously by examining:  (a) the quality of the inputs and the process of reaching the results that they are based on (i.e., design quality), and (b) quality of the process of making conclusions, and the outcomes of such processes (i.e., interpretive rigor).  


Figure 2: Integrated Framework for Quality of Mixed Methods Research
We define ‘design’ in broad terms here, certainly much broader than methods of study.  Design includes purposes and the questions that emerge from them (rooted in the literature, mental models, and socio-political context, see Plano Clark and Badiee, 2010), data, process of data collection (sampling, observations, etc.), implementation of the methods of study, and data analysis, in an interactive and non-linear manner.  Design quality audits assess the adequacy of these components and their fit (appropriateness for each other).  For example, they ask if the purposes are clear and transparent, if the questions are asked clearly and are logistically answerable, if the data are collected and analyzed in an efficacious and comprehensive manner 9and are credible), and if the results of the analysis provide adequate opportunities for finding answers. 
For us, one of the consequences of linking the two communities of mixed methods scholars and program evaluators has been the realization that a few key necessary indicators of evaluation quality are missing from our framework.  Two of these missing indicators that are components of design quality, are related to the participants in a research/evaluation project.  One is the degree to which stakeholders have been engaged in planning and implementing the design of the project. The other is the diversity of this participating stakeholder pool.  Both have been identified as important indicators of quality in evaluation (See Feeeman, 2010).  Future evolutions of the integrative framework will certainly benefit from including these and related indicators.   
***** Table 1: Design Quality *****
Auditing interpretive rigor (i.e., being “interpretively rigorous,” Lincoln & Guba, 2000, p. 179) includes an examination of the efficacy and credibility/believability of the conclusions to the researcher, participants, and the community of peers. This multi-faceted conceptualization of the quality assessors is a clear advantage of the integrated framework.  Interpretive rigor audits question the degree of correspondence between each conclusion and the underlying set of results that make that conclusion possible, the consistency of conclusions with each other and with the  state of knowledge about the phenomenon, program, or behavior being studied, consistency of conclusions across multiple interpreters of the same findings, distinctiveness of each conclusion from other plausible conclusions in terms of believability/credibility (i.e., is this the most plausible conclusion based on THIS set of findings?), and the correspondence between the conclusions and the research/evaluation questions and purposes.  A final criterion for quality of a mixed methods research/evaluation project is the degree to which the outputs (findings, inferences) of various strands of a research/evaluation project are effectively integrated to yield (O'Cathain A., Murphy E. & Nicholl J., 2007) a more advanced understanding of the phenomenon, program or behavior under investigation.  This is a final audit of the quality of answers to research/evaluation questions.
***** Table 2: Interpretive Rigor *****
The integrated framework incorporates the two sets of audits under ‘inference quality,’ separate from ‘inference transferability.’  The latter is the degree to which the conclusions and recommendations of a research project are transferable across people, settings, time periods and conceptualizations of the phenomenon/program that was studied/evaluated.  It is intended to incorporate the concepts of external validity and transferability from QUAN and QUAL traditions.  
Utilization quality is one of the emerging issues in mixed methods research, and is probably the strongest shared concern with the evaluation community.  In the mixed methods community, there are calls for studying (and assessing) the degree to which mixed methods research has contributed to better answers (what O'Cathain et al, 2007 have called the ‘yield’ of mixed methods project), and more effective policies, programs, and professional practices (‘utilization quality’, Tashakkori & Teddlie, 2010b).  
Utilization quality is, undoubtedly, influenced both by the quality of outputs of a research/evaluation project (inferences and recommendations) AND their transferability.  A common assumption in employing mixed/multi-methods approaches to research/evaluation is that, because of their potential for broader understanding of social issues, they provide more robust opportunities for devising policies and practices to implement positive change.  It is essential to assess the degree to which a mixed research/evaluation project has the potential to offer credible policy and practice recommendations, and the degree to which these outputs actually impact (‘good’) decisions.  This ‘value added’ policy and practice quality component has been assumed almost as a truism in many large scale projects, and also in calls for proposals (see Mertens, 2007, Mertens  et al, 2010, Bamberger, Rao & Woolcock, 2010; Dahlberg, Wittink, & Galo, 2010), but remains to be systematically demonstrated for mixed methods   projects.
In the program evaluation community, similar calls have been made.  In Gary Henry and Mevin Mark’s (2003) words:  “In an important sense, evaluation can be seen as an intervention that may have effects on both the environment in which it is conducted and elsewhere…. More evaluators now seem to acknowledge the potential contribution that evaluation can make to social betterment ….But we do not have a credible research base to convince others about the extent to which evaluation’s contribution to policy and program improvement (p. 72).”
Evaluators seem to be been keenly aware of this importance of utilization quality.  An example of this importance may be found in the Ritchie & McDonald’s (2010) conclusions in their review of methodological issues in Real Time Evaluation (New Directions in Evaluation, #126), identifying predicted/intended utilization as the driving force behind the entire evaluation methodology: “The key emphasis is on the intended use of evaluation findings, and we believe that a utilization focus should drive methodological approaches (p. 110, italics in the original).”  
The way we use research and evaluation findings to guide policy and practice has been discussed in many contexts, both within both communities.  In education, one may find strong voices questioning the usefulness of educational research efforts in guiding education policy.  This issue, and reactions to it, has been discussed by many authors, and is beyond the scope of this paper.  However, the implications for quality assessment/audit are very real, since they impose a unitary and ultimate (‘gold’) standard of quality for research, in terms of the degree to which these projects provide high quality policy, planning, and practice opportunities.   
Similar concerns have also been voiced within the evaluation community.  For example, in a commentary on “the dark side” of evaluation, Patton (2007) has expressed concern about using “evaluation results to ‘justify a decision already made (page 108, italics in the original)”.  Questioning possible quality issues in utilization of evaluation, he cautions against giving a false impression that the evaluation findings are used for policy and planning, when they are, in reality used for program justification: “The most basic wisdom in evaluation is that you begin by assessing the situation, figure out what information is needed, determine the relevant questions, and then select methods to answer those questions (pp. 108-109).”  Utilization quality audits might shed light on the ‘dark side of the evaluation’ by examining the degree to which the intended use of the evaluation outcomes is transparent.  Patton’s list of positive and the possible negative consequences and abuses of evaluation results in process use evaluation (Cousins, 2007) are very relevant to utilization quality issues, in the larger context of evaluation.  Also, the six type of process use in his summary are all relevant to our discussions of quality.
Although it might not be agreed by all evaluators, capacity building (among the stakeholders, the 6th item on Patton’s 2007 list) might be considered an important outcome/consequence of (at least most) evaluation projects.  Closely linked to the necessity of engaging the stakeholders in the planning, implementation, and evaluation, educating the stakeholders on the important quality indicators is, in itself, an indicator of utilization quality, needing further discussion and elaboration in both communities.  A consequence of these discussions might be the addition of this indicator to the integrated framework, under utilization quality, or under a separate category.
Conclusions:
The initial intent of this paper was to discuss how quality frameworks in mixed methods research might be useful to evaluators.  In truth, we found this exploration an enriching two-way endeavor!: Mixed methods community has many commonalities with the evaluation community, with many ideas and concepts to offer, and has also been strongly impacted by it.  The integrative framework for quality assessment attempts to create possible bridges between diverse ideas about quality in mixed methods research. We consider it a beginning, a work in progress, rather than the end.  There are excellent efforts to construct alternative frameworks, or enhance the integrative (see O’Cathain, 2010 for an excellent review and comprehensive framework).  For us (the authors), a consequence of the current paper/presentation is the realization that the integrative framework needs a better focus both on the initial stages as well as the end-products of the mixed methods research and evaluation projects.  For example, the next generation of the framework might be more useful if audits are explicitly incorporated.  A possible outcomes might look like figure 3, below. 



Figure 3: Revised Integrated Framework for Quality of Mixed Methods Research

Questions asked in the AEA’s Call are directly linked to the issues discussed above (for example, ‘how is evaluation quality conceptualized and operationalized?’; ‘how do we ensure evaluation quality in our practice?’).  Hopefully, this brief discussion of quality and quality audits in mixed methods research provides a few possible answers to these questions.  Paralleling the evaluation questions about the context/impact (e.g., ‘what is the role of context in evaluation quality?’), the mixed methods community is also engaged in an exciting discourse about the issue of utilization quality, ‘yield’ (O’Cathain et. al., 2007), and the value-added outputs of mixed research/evaluation projects.  There are challenges ahead within both communities, but the combined discourse and efforts will certainly enrich both.         
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Table 1
Design Quality Component of the Integrative Framework

	Research Criterion
	Indicator or Audit Question

	Design Suitability (Appropriateness)
	Are the research/evaluation questions stated clearly and follow the specified goals/purposes of the project?  Are the methods appropriate for answering these questions or reaching the stated purposes?  Does the mixed methods design match the (mixed) questions?  Do the (QUAL and QUAN) strands of the project address the same research questions (or closely related aspects of questions)?  

	Design Fidelity (Adequacy)
	Are the procedures or design components implemented with the quality and rigor necessary for, and are capable of effectively capturing the meanings, effects, or relationships of interest in the project? 

	Within Design Consistency
	Do the components of the design (questions, sampling, data collection, data analysis/conversion procedures) fit together seamlessly and consistently?   Do the strands of the project consistently fit (are linked to) each other in a logical and seamless manner? 

	Analytic Adequacy
	Are the data analysis procedures/strategies appropriate and adequate to provide possible answers to research/evaluation questions?  Are the data analytic (and data conversion) strategies implemented effectively to provide credible results? 





Table 2
Interpretive Rigor Component of the Integrative Framework

	Research Criterion
	Indicator or Audit Question

	Interpretive Consistency





	Do the inferences closely follow the relevant findings in terms of type, scope and intensity?  Are multiple inferences made on the basis of the same findings consistent with each other? 

	Theoretical Consistency 

	Are the inferences consistent with theory and state of knowledge in the field?  Are the inferences consistent with the findings of relevant studies?

	Interpretive Agreement

	Are other scholars likely to reach the same conclusions on the basis of the same results?  Do the stakeholders/participants agree with the inferences made on the basis of the findings?  
- Do the inferences match participants’ constructions? 


	Interpretive Distinctiveness

	Is each inference distinctively more credible/plausible than other possible conclusions that might be made on the basis of the same results?  Are other plausible explanations of the results adequately discussed and refuted, leading to greater certainty in the credibility of the preferred conclusions/explanations?


	Integrative efficacy (mixed and multiple methods)
	Do the meta-inferences adequately incorporate the simpler inferences that are made in each strand of the study?  If there are credible inconsistencies between the inferences made within/across strands (i.e., after possible errors and biases are explored and discounted), are the theoretical explanations for these inconsistencies explored, and possible explanations offered?  

	
	

	Interpretive Correspondence
	Do the inferences clearly correspond to the stated purposes/questions of the study?  Do the inferences made in each strand address the purposes of the study in that strand?  Do the meta-inferences meet the stated need for utilizing a mixed methods design? (i.e., is the stated purpose for using MM met?)?  Are the policy and practice recommendations consistent with the findings and inferences of the project?





Table 3
O’Cathain (2010) Comprehensive Framework for Quality

	Audit/Quality Domain
	Quality Criteria or Questions to Ask

	Planning quality
	How well a mixed methods study has been planned.  Is the study situated in a coherent conceptual framework and a comprehensive review of the literature? Is the rationale for using mixed methods clear?  Are the components of the design well planned and presented, also demonstrating feasibility?

	Design quality

	Suitability, fidelity, within-design consistency, analytic adequacy, design transparency and rigor.  Are the weaknesses of one approach compensated by the strengths of the other (weakness minimization legitimation) 

	Data quality

	Data transparency, rigor, sampling adequacy, analytic adequacy, analytic integration rigor, data conversion quality (Caracelli & Riggin, 1994).

	Interpretive rigor

	Interpretive transparency, consistency, agreement, distinctiveness, efficacy, and correspondence.  Theoretical consistency.  Interpretive bias reduction

	Inference transferability

	Ecological, population, temporal, theoretical transferability

	Reporting quality

	Report availability, reporting transparency, and yield (gain due to using a mixed methods design)


	Synthesisability
	The degree to which the evidence is synthesized from multiple studies to provide a coherent understanding of the phenomenon.  

	Utility
	Utilization quality of the outputs:  Are the results usable?  Do the outcomes inform changes in policy? ‘Consequential element’
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