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Introduction:  
As our contribution to this session I asked several INGO colleagues to share brief updates on evaluation policies and approaches used in their agencies.  I want to thank Guy Sharrock of Catholic Relief Services, Juan Carlos Alegre of Save the Children, and Margaret Stansberry of the American Red Cross International Services for their contributions, and for giving me permission to include them in this paper.  We hope to add the experiences of other INGOs to an expanded version of this paper in the future, to share these perspectives with a wider audience.

These agencies are among the 170 or so US-based relief and development agencies (otherwise known as International Non-Governmental Agencies or INGOs) that are part of the InterAction consortium.  Over many years the staff responsible for M&E in many of these agencies have collaborated in sharing with each other strategies, systems and guidelines they were developing or, in some cases, results of actual application in the field (the many countries where these agencies work).  This community of INGO M&E leaders also worked with the InterAction Board to develop a set of principles that enhanced the M&E-related standards InterAction asked its members to commit to.  
The initial product of InterAction Evaluation and Program Effectiveness Working Group (EPEWG) was the “Position Statement on Demonstrating NGO Effectiveness,”
 which was approved by the InterAction Board of Directors in 2005. The EPEWG then undertook an extensive process to translate the principles agreed upon in that Position Statement into more specific standards.  

Based on that input, three revised evaluation standards were approved by InterAction’s Board of Directors in 2007 for incorporation into the Self-Certification Plus process: 

1. The organization incorporates relevant monitoring and evaluation practices in its policy, systems and culture. This standard aims to assess design, monitoring and evaluation standards and policies that are in place for programs and projects. It also seeks to ensure adherence to professional principles and standards to foster program effectiveness. 

2. The organization conducts regular and deliberate evaluative activities to examine progress toward its goals and mission. Regardless of the size and scope of operations, the member organization will show how it regularly assesses whether or not it is on the right track for achieving its intended goals and overall mission. 

3. The organization applies adequate financial and human resources for monitoring and evaluation. This standard aims to ensure that the member organization not only allocates sufficient resources for program monitoring and evaluation activities, but also uses those resources as planned/intended. 

The remainder of this paper includes the following case studies, describing the work done by these INGOs to meet these standards (and more) as they continue to promote more logical program design, systemize monitoring systems, conduct credible and useful evaluations, and contribute to evidence-based institutional learning in order to enhance the effectiveness and impact of their programs on improving the quality of life of their intended beneficiaries around the world.
Contents

3CASE I  The Evolution of Design, Monitoring and Evaluation in CARE International


20Case II  Catholic Relief Services


25Case III  Save the Children’s Approach to Program Evaluation


28Case IV  American Red Cross, International Services


31Annex:  InterAction M&E Standards




CASE I  The Evolution of Design, Monitoring and Evaluation in CARE International  
· Jim Rugh
During the 12 years Jim headed up the Design, Monitoring and Evaluation unit in CARE they developed an evaluation policy, principles and standards, as well as M&E guidelines, instruments to measure M&E capacity, training programs, etc. They also conducted a series of biannual meta-evaluations that assessed the quality of evaluations as well a synthesis of results reported by project evaluations conducted over the previous two years. In this CARE section of this paper Jim summarizes the main elements of these policies and practices, and the trends revealed by four of those biannual CARE meta-evaluations as well as a series of strategic impact inquiries.

At the AEA conference in Atlanta in 1995 there was a session on strategies to promote monitoring and evaluation in INGOs. At that time Jim presented a lengthy list of initiatives he proposed be undertaken in CARE.  With the perspective on hindsight and reviewing the achievements since then, the strategy that probably had the most significant impact on strengthening the quality of CARE’s program design, monitoring, and evaluation (DME) was the creation and application of sets of principles and standards. 


CARE International is one of the largest global relief and development INGOs. The organization operates in over 70 countries in Asia, Africa, Latin America, the Middle East and Eastern Europe.  CARE International’s twelve Members in Europe, Australia, North America, Japan and Thailand are independent non-profit organizations.  These offices contribute to and help manage over 850 projects around the world that benefit over 50 million people every year.  Financial support comes from many bilateral agencies, foundations and the general public.  The majority of CARE’s employees are nationals of the countries where CARE conducts programs.

CARE’s Vision and Mission


CARE’s vision is for “a world of hope, tolerance, and social justice, where poverty has been overcome and people live in dignity and security.  CARE International will be a global force and partner of choice within a world-wide movement dedicated to ending poverty.  We will be known everywhere for our unshakeable commitment to the dignity of people.”

CARE's mission is “to serve individuals and families in the poorest communities in the world. Drawing strength from our global diversity, resources and experience, we promote innovative solutions and are advocates for global responsibility. We facilitate lasting change by: strengthening capacity for self-help, providing economic opportunity, delivering relief in emergencies, influencing policy decisions at all levels, and addressing discrimination in all its forms.  Guided by the aspirations of local communities, we pursue our mission with both excellence and compassion because the people whom we serve deserve nothing less.”

Programming Principles 

In order to successfully complete its mission, all of CARE conforms to six programming principles: 
Principle 1:  Promote Empowerment 

We stand in solidarity with poor and marginalized people, and support their efforts to take control of their own lives and fulfil their rights, responsibilities and aspirations.  We ensure that key participants and organisations representing affected people are partners in the design, implementation, monitoring and evaluation of our programmes.

Principle 2:  Work with partners  
We work with others to maximise the impact of our programs, building alliances and partnerships with those who offer complementary approaches, are able to adopt effective programming approaches on a larger scale, and/or who have responsibility to fulfil rights and reduce poverty through policy change and enforcement.

Principle 3:  Ensure Accountability and Promote Responsibility

We seek ways to be held accountable to poor and marginalized people whose rights are denied.  We identify individuals and institutions with an obligation toward poor and marginalized people, and support and encourage their efforts to fulfil their responsibilities. 

Principle 4:  Address Discrimination 
In our programs and offices we address discrimination and the denial of rights based on sex, race, nationality, ethnicity, class, religion, age, physical ability, caste, opinion or sexual orientation. 
Principle 5:  Promote the non-violent resolution of conflicts
We promote just and non-violent means for preventing and resolving conflicts at 

all levels, noting that such conflicts contribute to poverty and the denial of rights.
Principle 6:  Seek  Sustainable Results

As we address underlying causes of poverty and rights denial, we develop and use approaches that ensure our programmes result in lasting and fundamental improvements in the lives of the poor and marginalized with whom we work. 

The statement of CARE International’s Programming Principles concludes with the following commitment:

We hold ourselves accountable for enacting behaviours consistent with these principles, and ask others to help us do so, not only in our programming, but in all that we do.

Sectors in which CARE works:

CARE creates projects that conform to the above principles in a number of different sectors.
  

Humanitarian Response (emergency relief): CARE can quickly assess a disaster situation and offer an integrated solution which realizes the long-term development needs of the community.  For short-term relief, CARE provides food, temporary shelter, clean water, and other essentials to victims of regional conflicts or natural disasters.

Rehabilitation:  After a humanitarian disaster, CARE maintains a long-term commitment to the different communities with which it works.  

Agriculture, conservation and environment:  CARE helps farmers adopt new measures to grow and sell crops for a higher profit without using harmful pesticides or dangerous equipment. This sector also deals with projects in environmentally sensitive areas like endangered rainforests and some of the highly cultivated regions in the Andes and Himalayas.  

Primary health care:  Constructing wells, immunizing children, teaching mothers how to prevent diseases, and providing nourishing food to poor families, projects in CARE’s health sector help to combat child mortality.

Basic and Girls’ Education: CARE works with school systems and teachers to promote education, especially for girls and women, so they will possess the skills to make better decisions within their own communities. 

Small enterprise activity development:  CARE frees people from poverty by providing small loans, business training, and technical assistance.

CARE also promotes a number of cross-sectoral approaches, including:

Gender equity and diversity: CARE works to promote the empowerment of women as project participants and decision makers.  CARE also focuses on women’s issues like reproductive health, family planning, income generation, and girls’ education.  

HIV/AIDS:  CARE recognizes that addressing this major pandemic requires multiple approaches to curb HIV infections and help households and communities cope with the consequences of AIDS.
Rights-Based Approaches:  CARE is adapting a range of approaches and tactics to better identify and tackle the underlying causes of poverty and help the poor and marginalized claim their rights.  The Programming Principles cited above were developed out of its focus on rights-based approaches.
Policy Advocacy and Constituency Building: Though CARE continues to facilitate development at the community level, it recognizes that in many instances the underlying causes of poverty are related to policies at the national and international levels.  Thus CARE also is building constituencies to work together to addresses needed policy changes.
Design, Monitoring, and Evaluation Unit

CARE has placed increasing emphasis on improving program quality through better holistic program diagnosis and design, systematic monitoring and credible evaluation practice.  In 1995 CARE USA created the Design, Monitoring, and Evaluation (DME) Unit.  The DME Unit, housed within a Impact Measurement and Learning Team (as of 2007), coordinated the work of a cadre of CARE staff around the world who have direct or indirect responsibilities for promoting good project design, developing and implementing monitoring systems, and planning for and conducting evaluations. Workshops were held in West and East Africa, Latin America, the Middle East and in Asia, aimed at increasing linkages among countries and programs, developing a world-wide DME cadre and building capacity.  The DME Unit helped to coordinate a multi-year process that developed principles, standards and guidelines for assuring the quality of DME. These are now in use by CARE Members (CARE International), Country Offices, Sectors, and projects all over the world.

The Development of the DME Standards

In response to a request by senior management that CARE be able to report on how many projects have achieved “impact,” a major initiative was undertaken to clarify what is meant by “impact,” what it takes to design for, achieve and measure it, and then conduct meta-evaluations to determine how well projects were doing it.  This became an evolving, multi-year Impact Evaluation Initiative (IEI).


The process began by asking regional managers to identify, in their opinions, which of the projects in their countries showed the best prospects for achieving and measuring impact.  In other words, the initiative began by looking for the “positive deviants,” to see what could be learned from them as models of “best practice.”  Eventually nine projects in nine countries were identified.  A consultant was asked to review documents describing these projects, including project proposals, M&E plans, and any evaluations that may have taken place.  Case studies were written on each of these projects, summarizing the main attributes, strengths, weaknesses and experiences of each.  From these case studies an initial list of “best practices” was drafted.


Representatives of those projects and Country Offices were invited to the first IEI Workshop in Atlanta in 1999.  Using case studies that had been prepared, participants generated a “checklist” of guidelines for DME processes. Based upon the IEI output, the CARE USA Program Division released the CARE Impact Guidelines.
 They included: i) an Impact Evaluation Checklist of recommended DME “best practices” to achieve and measure impact, ii) a Menu of standard Indicators for Household Livelihood Security Impact, iii) a CARE DME Capacity Assessment Toolkit, iv) a Project Summary Design Review and Approval Form, and v) the IEI Case Studies.


The next phase of the Impact Evaluation Initiative was to develop an instrument to help project staff assess themselves against the Impact Evaluation Checklist.  The DME Capacity Assessment Toolkit (DME CAT) included a 16-page discussion guide and questionnaire to be responded to by project staff, preferably facilitated by an outsider to add objectivity.  The DME CAT packet also included a self-assessment questionnaire to ascertain individual skills and needs for training in DME, and another questionnaire addressing CARE Country Office systems, including an examination of roles and responsibilities related to DME.   This assessment packet was accompanied by extensive training workshops to help staff understand the standards.  As several commented, “This process was not only an assessment of our DME capacity; it was capacity development itself.”


Because there was a mandate from senior management, including the President/CEO and the VP for Programs, that all Country Offices and projects were to go through the DME CAT assessment process, during a two-year period 186 projects in 23 countries completed the exercise.  Based on the feedback received, they did this not only because they were told to, but many actually expressed appreciation for the clarity on what is involved in good DME practice and how it contributes to program quality and impact.  There were many stories of how this checklist helped project staff consider dimensions of project design and M&E systems that they really hadn’t thought much about before.  The results of the DME CAT assessments were summarized in the “CARE DME Capacity Assessment Global Synthesis Report” which was finalized in January 2002.  This report was based on the quantitative data and narrative summaries from project level DME CAT reports.   


According to Nalin Johri, the report’s author, “In putting it all together what is strikingly evident is the discord in the process from Design to Monitoring to Evaluation. The leap of faith from the ‘D’ to the ‘M&E’ of projects is occasioned by, on the one hand, having rich technical inputs at the proposal development stage through the Sector Coordinators and Project Managers. On the other hand, detailed M&E plans exist for only 45% of projects. There is divided responsibility of DME. The resulting ad hoc monitoring and evaluation systems then ‘respond to key questions formulated by those involved, not to an evaluation plan written during the design phase’ (comment from CARE-Bolivia). Though 65% of projects said their staff were measuring outcomes, one wonders if they are actually involved in evaluating the loftier goals of the projects.” 


The second IEI Conference was held in England in 2001, with about 50 staff from many CARE Country Offices. After presentations of the preliminary results from the DME Capacity Assessments mentioned above, participants considered the implications for the DME Standards and Guidelines of CARE’s evolving programming “lenses” – Household Livelihood Security (HLS), the Rights Based Approaches (RBA), Partnership and Civil Society, and Gender Equity & Diversity. They also had a chance to reflect upon the implications of different forms of interventions, of varying donor orientations, and of Country Office alignment patterns within the CARE system.  The conference produced, among other things, a condensed set of proposed CARE International DME Standards (see below) which were recommended to and later adopted by the CARE International Program Working Group and then the CARE International Board.  

The Design, Monitoring and Evaluation Standards officially adopted by CARE International are as follows:

Each CARE project should:

1. Be consistent with the CARE International Vision and Mission, and Programming Principles.  Projects and programs should fit comfortably within the spirit and content of the CARE International (CI) Vision and Mission statements.  In other words, CARE projects should show how they will contribute, ultimately, towards lasting improvements in human well-being, hope, tolerance, social justice, reduction in poverty, and enhanced dignity and security of people.  They should be guided by CI Programming Principles that synthesize and integrate with central elements of CARE’s evolving programme approaches, including livelihoods, basic rights, gender and diversity, partnerships and civil society.

2. Be clearly linked to a Country Office strategy and/or long term program goals.  Projects should not be isolated, but clearly embedded in long-term multi-project programs and strategic frameworks that address the underlying conditions and root causes of poverty and social injustice.  Doing so provides a larger framework in which project decisions are made, but does not preclude strategic innovation and experimentation.  CARE’s strategies should be clearly linked to the development efforts of others (e.g. government, multilaterals, NGOs).

3. Ensure the active participation and influence of stakeholders in its analysis, design, implementation, monitoring and evaluation processes.  Every project should be explicit about its process of participation and consultation, aiming for openness and transparency.  “Stakeholders” will be understood to include target communities, partner organizations, governments, and CARE staff.  The interventions of the various actors should be coordinated and reinforcing and, individually and together, work together to achieve sustainable impact.

4. Have a design that is based on a holistic analysis of the needs and rights of the target populations and the underlying causes of their conditions of poverty and social injustice.  It should also examine the opportunities and risks inherent in the potential interventions.  The diagnostic assessment and subsequent analysis should be based upon a clear frame of reference and include an analysis of problems and their causes from a range of perspectives including institutional as well as opportunity analysis.  Social analyses could examine how needs and rights are related to gender, social class, ethnicity, religion, etc.  The analysis should lead to an understanding of institutional capacity, power relationships, and the exercise of rights and responsibilities, as well as household level conditions. 

5. Use a logical framework that explains how the project will contribute to an ultimate impact upon the lives of members of a defined target population.  The project plan should be clearly summarized in a logic model that shows how proposed interventions and anticipated outputs will result in defined effects and impact.  It should specify level of intervention (household, community, institutional, societal) and how the project will ultimately contribute to sustainable impact for a specific target population. It should identify key assumptions and provide validation for its central hypothesis. 

6. Set a significant, yet achievable and measurable final goal.  A project final goal must be achievable and measurable during the life of the project.  This calls for project designers to clearly define what the project will be held accountable for achieving.  It should be practical and doable, yet be at the outcome level (intermediary impact or at least effect) rather than output level.  


A project final goal must also be clearly and explicitly linked to, and significantly contribute to, “higher level” programme or strategic goals.  Programme goals should address underlying causes of poverty and social injustice, but their impact – “equitable and durable improvements in human wellbeing and social justice” – should be ultimately manifest at the household or individual level.

7. Be technically, environmentally, and socially appropriate.  Interventions should be based upon best current practice and on an understanding of the social context and the needs, rights, and responsibilities of the stakeholders.  The project must be designed in a way that is likely to make a significant and positive difference, with minimal undesired social or environmental consequences.  Interventions must make reference to technical or sectoral experience or standards, developed by CARE or others, to demonstrate the viability of their approach.  Environmental analysis could include assessment of current status, analysis of potential impact, and regional environmental issues.  These may require technical appraisal by those with expertise in the relevant professions.

8. Indicate the appropriateness of project costs, in light of the selected project strategies and expected outputs and outcomes.  Program designers must be able to defend the budget of a project relative to its outputs, scale and anticipated impact.  Also, the M&E plan should include methods for measuring cost effectiveness, i.e. to demonstrate that the costs of project interventions are reasonable and commensurate with the outputs and outcomes achieved.

9. Develop and implement a monitoring and evaluation plan and system based on the logical framework that ensures the collection of baseline, monitoring, and final evaluation data, and anticipates how the information will be used for decision making; with a budget that includes adequate amounts for implementing the monitoring and evaluation plan.  M&E plans should provide sufficient detail to clearly identify evaluation design, sources of data, means of measurement, schedule for measurement, data processing and analysis, dissemination of information to and utilization by key stakeholders, and responsibilities for each of these processes.  
Sufficient budget should be allocated for designated tasks, and planning should ensure that CARE staff and partners have the capacity required for their implementation.  Monitoring information should be useful and timely to promote reflective practice, for management decision-making, and for adapting project approaches and strategies.  M&E plans should incorporate methods to measure risks and assumptions and to track unintended effects.

10. Establish a baseline for measuring change in indicators of impact and effect, by conducting a study or survey prior to implementation of project activities.  There needs to be a distinction between a diagnostic assessment and a baseline study.  The former gathers a little information about many conditions and is used to inform project design.  A baseline study, on the other hand, should focus on measuring indicators of effect and impact with a level of rigor required for a “before-and-after” comparison with evaluation.  Baseline studies can use qualitative as well as quantitative data, as long as they describe the initial situation with sufficient precision to be able to clearly measure changes over the life of the project.

11. Use indicators that are relevant, measurable, verifiable, and reliable.  Indicators should be capable of yielding data that can be disaggregated to the individual level according to criteria that reveal vulnerabilities, such as gender, age and social class.  Both qualitative and quantitative measures are acceptable as long as they can illustrate discernible and significant change.  For indicators to be reliable denotes that they are robust and will be useful and credible throughout the life of the project.  CARE should draw upon the international development community’s great wealth of experience with indicators.

12. Employ a balance of evaluation methodologies, assure an appropriate level of rigor, and adhere to recognized standards.  Evaluation should be incorporated as standard practice as a basis for accountability and for documented, institutionalized learning.  Although various forms of evaluation should be planned, such as internal or external, formative (mid-term) or summative (final) or even ex post (to evaluate sustainability), the minimum is that there should be at least a final evaluation that summarizes the achievements and lessons learned by the project.


Diagnostic assessments, baseline studies, monitoring, and evaluations should utilize a balance of methodological approaches to ensure triangulation, a richness of data, and mutual modifications.  Evaluations should assure appropriate levels of rigor and precision in their designs and selection of methodologies.  Informant confidentiality should be protected.  Each evaluation event should draw upon previous ones and anticipate subsequent events.  Evaluation processes must be documented and carefully archived, allowing subsequent project phases to replicate methods and draw upon comparative data.

13. Be informed by and contribute to ongoing learning within and outside CARE.  It is critical that relevant research and previous project evaluations inform the initial proposal preparation state.  More than that, learning should also apply throughout the life of a project and beyond.  The lessons learned from a project should be adequately documented for utilization in the design of other projects.  Project management should support the documentation of project processes, including re-designs.  Reflective practice, such as the regular use of monitoring data, should be built into every project.  Learning should be an organization-wide priority supported by frequent meta-evaluations.

Application of CARE’s DME Standards

The introduction to the DME standards provides some guidance for their application.  It states: 
These CARE standards apply to all CARE programming (including emergencies, rehabilitation and development) and all forms of interventions (direct service delivery, working with or through partners, and policy advocacy).


These standards, as well as accompanying guidelines, should be used to guide the work of project designers; as a checklist for approval of project proposals; as a tool for periodic project self-appraisal; and as a part of project evaluation.  The emphasis should not be only on enforcement but also on the strengthening of capacity to be able to meet these standards for programme quality.  At the time of initial approval, if a project cannot meet one or more standards, allow for explanation of why, and what will be done about it.  More than a “passed/failed” checklist, these call for a description of how well a project meets each standard, and an action plan for how it will better meet these standards going forward.


Application of the DME standards is operationalized through the Project Standards Measurement Instrument (PSMI), which utilizes a combination of qualitative and quantitative methods to help project staff understand the standards and assess how well their project currently meets them.  A Likert score is included on the PSMI for each standard.   But more than simply (and superficially) scoring themselves, participating project staff gain value from the process if they document responses to the questions, describing, for example, how a project is involving participants, noting strengths and weaknesses, and using the findings to generate an action plan for further strengthening program quality in the future.


CARE’s standards do not focus only on evaluations.  This is because they were developed as part of a process for enhancing the quality of project design and implementation (monitoring), not only as an external evaluative function of judging projects after they have been completed.  As one manager put it, “It doesn’t help us very much to be told by the evaluator that our project failed; we’d rather be helped to plan for and undertake projects in ways that lead to successful outcomes.”  Thus the CARE project DME standards are used to ascertain the adequacy of initial design, for periodic self-assessment leading to enhanced quality as a project matures, as well as a part of summative evaluation.

Assessing CARE’s Impact

In response to requests by senior management to assess CARE’s global impact, every two years CARE conducts a meta-evaluation (called “Meta-Evaluation of Goal Achievement” or MEGA) that synthesizes the findings of evaluation reports collected in its web-based Evaluation Electronic Library.

The first MEGA was conducted in 2000.  It consisted of a review of 104 evaluation documents, primarily final project evaluations, written between 1994 and 2000.  It not only looked for measurement of impact, but also examined the methodologies used for such measurement.  David Goldenberg, the external consultant who conducted this meta-evaluation reviewed each document and recorded key characteristics in a series of tables covering goals, objectives, and findings; lessons learned, partnership comments, and sustainability findings; evaluation rigor and range of methods; and a broad range of methodology and topical characteristics.


The 2000 MEGA found that most CARE projects had a significant impact on the lives of people in poor communities.  The survey found that two-thirds (66%) of CARE’s projects achieved most of their objectives and an additional 29% achieved at least some objectives.  Only 5% showed no substantial results.  These findings were consistent across all sectors.  The CARE USA Board, the CARE International Program Working Group, and other major stakeholders were so pleased with the first MEGA report that they asked for it to be repeated every two years.


The second MEGA, conducted in 2002, also by David Goldenberg and using the same procedure, consisted of a review of 65 evaluation documents, primarily final project evaluations. Almost all of them were written between 2000 and 2002. While MEGA’00 relied upon a review of both abstracts and original documents, MEGA‘02 was based entirely upon original report documents.  The overwhelming majority (94%) of final evaluations covered by the MEGA’02 reported the achievement of most project objectives. Only 18% demonstrated mixed results, and none were rated as having no substantial results.  The most significant improvement over the MEGA’00 findings was in the degree to which evaluations actually measured final goal achievement. Eighty-nine percent of the MEGA’02 evaluations did so versus only 47% of those in MEGA’00. Furthermore, all MEGA’02 projects were deemed to have “measurable final goals.”  The external evaluator who conducted the MEGA’02 meta-evaluation synthesis did note, however, that CARE may need a more systematic manner of judging whether or not project objectives were achieved.


The third MEGA was conducted by Craig Russon in 2005.  Noting a lacuna in the previous MEGAs, he used the Program Evaluation Standards developed by the Joint Committee on Standards for Educational Evaluation (1994), as well as the CARE DME standards.  Based on his review of 74 project evaluations this external evaluator stated that: 
While there was a wide range of enactment of the CARE standards, with some showing more ready adoption than others, overall the results are encouraging.  It was striking, for example, how many CARE projects attempted to engage stakeholders in participatory design, implementation, and M&E processes, at least in non-emergency projects.  Participatory DME is one crucial component of rights-based approaches, so this is a hopeful sign for the global organization. The MEGA indicates that CARE staff are deploying a wide variety of approaches towards holistic diagnostic analysis, which is a critical component of RBA.  Furthermore, in about 51 percent of the projects there had been some form of baseline study; this seems to represent an important increase from the mid-to-late 1990s.  
However, the reviewer also pointed out that in only a few cases were the baselines actually used as part of the evaluation, partly because they were not comparable.  

On a related matter, using a rather strict definition of an achievable and measurable final goal, only 19% of projects in the MEGA 2004 sample met the criteria.  In other words, the very manner that CARE projects are conceptualizing goals makes impact assessment difficult.  Another revealing datum:  The designs of about 31 percent of the projects in this sample included a logical framework but many did not use the logical framework to guide the evaluation as effectively as they might have.


In 75% of the MEGA’04 sample the evaluation designs were what many evaluation experts consider the least rigorous of possible evaluation designs, i.e. assessing project participants without a comparable baseline and without a comparison group.  Furthermore, the external meta-evaluator determined that in 51 cases a significant threat to validity was present, threats that were not necessarily within CARE’s ability to control, minimize or avoid.


To summarize just one more of the conclusions of the 2004 MEGA, the reviewer observed that CARE appears to follow the injunction that evaluations should be conducted as economically as possible.  While frugality may be laudable, in numerous cases the Terms of Reference (ToR) for the evaluation did not allow enough time or resources to adequately answer key questions.  There were cases of evaluation teams not having the proper documentation available to do their work.  Compromises with design rigor were often made.  Our consultant concluded:  “CARE’s desire to economize may be having unintended negative effects on the rigor of the evaluation designs and methods” and expressed stern reservations about our evaluation competency: “The evaluation challenges confronting CARE seem to be enormous.  Evaluation is being planned and implemented in different ways in different countries.  The result is that the quality of project and program evaluations is uneven.”
In response to the recommendations the MEGA’04 evaluation, a senior CARE Manager wrote the following in the cover memo that was disseminated:

Overall, MEGA 2004 should make us neither over-confident in what we can claim about our impacts on poverty nor disappointed about our work.  MEGA is but one method for helping us understand the quality of what we do as a global organization. It needs to be part of a strategic package of methods that help us gain multiple perspectives on such a critical set of performance and quality questions.  While MEGA 2004 does provoke new questions about CARE USA’s future DME functions, strategies, and priorities, the following actions are either already planned or can quite easily be adopted for little or no cost:

1. The CI Programme Working Group has submitted a proposed Evaluation Policy to the CI Board for approval.  It provides more decisive guidance for how evaluations are to be conducted and utilized in CARE, guidance that in large part covers many of the evaluation shortcomings noted by MEGA 2004.

2. In the future, evaluation TORs should more specifically include the examination of how well projects and programs are following the CI Programming Principles and DME Standards.  If such an assessment became a consistent part of all CARE evaluation TORs, we would be able to aggregate progress globally much more easily and, more important, determine where strategically we should be investing central resources to leverage the most global improvement.

3. We must be more systematic in submitting evaluation reports to the central Evaluation Electronic Library (EEL) where they can be accessed by others.

The fourth MEGA, meta-evaluating 95 evaluation reports completed during 2005 and 2006 was conducted by Jim Rugh himself.  He pointed out that the CARE International Evaluation Policy requires that evaluation reports be systematically submitted to the online EEL (via EvaluationLibrarian@care.org in the IMLT unit in Atlanta).  During 2006 there had been a more proactive process to remind CARE country offices to submit evaluation reports.  A total of 169 evaluation reports were been received during the previous two years.  Fifty eight of them were dated prior to the CY 2005-2006 timeframe of the current MEGA analysis.  They were added to the ELL archives, but were excluded from this biannual meta-evaluation. Though cover page summaries in English of the one Portuguese and a few of the Spanish reports were received, 16 of the evaluation reports in Spanish were not processed, due to the analyst’s lack of ability in that language. The remaining 95 evaluation reports were processed and are included in the MEGA 2006 analysis.  
Table 1: Comparison with previous MEGAs

	Numbers of evaluation reports analyzed

	MEGA’00 (1994 – 2000)
	105

	MEGA’02 (2001 – 2002)
	65

	MEGA’04 (2003 – 2004)
	74

	MEGA’06 (2005 – 2006)
	95


Some of the summary observations from the MEGA’06 report include the following:
Types of evaluation:  Among the reasons these evaluations were conducted, the most common (57%) was that the project was completed and the donor required a final evaluation.  Over a third (36%) were what could be classified as special studies or other forms of evaluation.  A prime example of a special study is CARE’s Strategic Impact Inquiry (SII) on Women’s Empowerment. 

Scope of evaluation: The vast majority (78%) of the reports included in this assessment were evaluations of projects, which is the way most of CARE’s interventions are classified.  Yet 17 (18%) of these reports could be recognized as program evaluations in that they assessed the work of two or more projects, or specific themes across one or more countries, or even globally (such as the SII). 

Also contained within the reports included in the MEGA’06 were three meta-evaluations, one summarizing emergency mitigation strategies of CARE Niger programs, another assessed the utilization of evaluations of CARE’s humanitarian operations, and another was a 10-year review of the Basic and Girls’ Education portfolio.

Internal or external?  Typically donors require that at least one member of the evaluation team be an outside expert who can provide external objectivity.  Over three quarters (77%) of these evaluations were conducted by external consultants.

Participatory involvement in evaluation?  CARE’s principles and standards call for significant involvement by participants (intended beneficiaries) in project design, implementation, monitoring and also evaluation.  The CI Evaluation Policy states that “All evaluations need to include a significant participation and high level of influence of project/program participants as well as relevant parties external to CARE.”  Even though many of the evaluated projects had utilized various participatory methods as part of their implementation processes, only 24% of these evaluations involved the participants in any significant way in the evaluation process itself.  Another 17% of the evaluations included focus group discussions (FGDs), which certainly do provide the opportunity for at least small groups of participants to express their perspectives on how well a project met their needs.  However, when used only in a cursory way, FGDs can be extractive, i.e. only used to obtain data for the external evaluators. 

While decrying the paucity of truly participatory methods as part of project and program evaluations, we should also acknowledge some of the exemplary participatory methods used by many projects and some evaluators.  

Was there a baseline?:  Even though the CI Evaluation Policy and DME Standards, indeed accepted good practice, all call for a baseline study to be conducted at the beginning of a project, fewer than half (47%) of the these evaluation reports even mentioned that there had been a baseline.  Even then, only 22% of the 95 evaluations utilized baseline data to make before-and-after comparisons with an end-of-project survey.

In many projects, even where there has been what is referred to as a ‘baseline’, it was really a needs assessment or diagnostic analysis used to assess conditions and problems to be addressed in project design.  Typically these cover a wide range of issues but do not measure, with the requisite level of precision, indicators that could be used to evaluate changes in conditions (attributable outcomes) at the end of the project.   There are also cases where, even if there had been a baseline survey, the Terms of Reference (ToR) for the final evaluation did not call for a survey to be conducted in order to make before-and-after comparisons.  Obviously there is room for much improvement by CARE staff in assessing what changes their projects have helped to bring about.

Table 2: Baseline?

	
	MEGA’06
	MEGA’04
	MEGA’02
	MEGA’00

	Had there been a baseline study?
	Number of projects
	% of sample
	% of sample
	% of sample
	% of sample

	Yes
	45
	47%
	51%
	63%
	39%

	If so, was baseline data compared to endline data (i.e. before-and-after evaluation design)?  Yes:
	21
	(47% of the 45 evaluations) (22% of all 95 evaluations)
	(51% of the 37 evaluations)

(26% of all 74 evaluations)
	~
	~

	No baseline mentioned
	50
	53%
	49%
	37%
	61%


Evaluation designs: In the previous MEGA we looked for seven different evaluation designs.
  To make things simpler, this time we only identified five kinds of designs:

· Formative (examination of the process by which a project was implemented)

· Post-test only (some form of survey, but no baseline, no comparison group)

· Before-and-after (post-test compared to baseline/pre-test)

· With-and-without (comparison group at least for post-test, ideally for both pre-test and post-test)

· Other form of counterfactual (e.g. use of secondary data or recall to ascertain what would have happened had the project not been there)

Though there are other criteria for determining the quality of evaluations and we need to recognize that not all evaluations are intended to measure impact, evaluation design is certainly one aspect of quality.  Have CARE evaluation designs changed over the years?  In Table 3 we give the data for four MEGA reports.

Table 3: Evaluation design

	
	
	MEGA’06
	MEGA’04
	MEGA’02
	MEGA’00

	Evaluation design
	Number of evaluations
	% of total
	% of total
	% of total
	% of total

	Post-test only
	60
	63%
	75%
	41%
	54%

	Before-and-after
	21
	22%
	12%
	34%
	32%

	With-and-without
	12
	13%
	13%
	24%
	12%

	Other counterfactual
	2
	2%
	~
	~
	~


Evaluation methodologies: Did the final evaluation include a household-level or community-level survey?  It is not easy to get a precise answer because of the variety of forms of assessments conducted, but if one includes any mention of interviews of more than a small number of individuals or groups that represent the beneficiary population, 56 (59%) of the MEGA’06 cohort of 95 evaluations did include some form of survey.  Here is how this compares with previous MEGAs:

Table 13: Survey

	
	MEGA’06
	MEGA’04
	MEGA’02
	MEGA’00

	HH/community survey conducted
	Number of evaluations
	% of total
	% of total
	% of total
	% of total

	Yes
	56
	59%
	75%
	59%
	43%


As was mentioned in the above section on baselines, there are, unfortunately, all too many cases where, even if a baseline study had been conducted, the data was not used to compare with findings at the time of the endline (end of project survey).  There were a few notable exceptions in this study, which we will cite here to serve as models to others.

Are CARE projects addressing the Underlying Causes of Poverty (UCP)?

Though CARE’s strategic priorities call for more systemically addressing some of the Underlying Causes of Poverty (UCPs), it is difficult to ascertain whether or not evaluated projects and programs addressed such UCPs, much less whether or not (or how much) they were able to have sustainable impacts on such causes.  Nevertheless, as we examined this set of evaluation reports we looked for language that indicated that these projects and programs identified one or more of the UCPs that have been highlighted in recent CARE USA concept papers. Here is what we found:

Table 4: Underlying Causes of Poverty addressed

	Underlying Cause of Poverty
	Number of evaluation reports

that addressed these causes
	% of sample

	Gender equity
	32
	34%

	Social inclusion (empowered poor)
	38
	40%

	Pro-poor, just governance policies

and practices
	26
	27%

	None of these clearly mentioned
	32
	34%


It should also be noted that of the 61 evaluation reports that mentioned (directly or indirectly) one or more of these UCPs, 16 addressed two UCPs, and 12 addressed all three of these UCPs. 

In addition to the three UCPs mentioned above, there are those who advocate a fourth: access to and distribution of environmental resources.  We found 18 reports (22% of the sample) that addressed this UCP.  There were five evaluation reports that addressed all four of these UCPs.  It is worth commending these projects or programs as using a more comprehensive, holistic approach to addressing underlying causes of poverty and social injustice, and thus promoting Household Livelihood Security.

In summary, the major processes for accountability and learning in CARE (at least as of 2007) are summarized in the following table:

Table 5: Global processes for assessing impact in CARE
	Process
	Purpose
	Periodicity

	C-PIN
	Global collection of project monitoring data
	Annually 

	Individual project/ 

program evaluations
	Comply with donor expectations/

document learnings
	As needed, but at least end of project

	Thematic special studies
	Research, including meta-evaluations, by sectors, CI Members or others
	Occasionally

	MEGA
	Global synthesis and meta-evaluation (critique) of evaluation reports submitted to EEL
	Biannually 

	SII
	Focused CARE-wide special study of strategic theme 
	Occasionally 


An update: The Impact Measurement System CARE is striving towards 

In response to Jim’s request for an update on of current thinking and initiatives, Maliha Khan, Director of CARE USA Program Impact (Pi), and Christina Ndiwa Sandema, 
Learning and Knowledge Sharing Coordinator, shared the following. 

Re-Defining Impact 

As CARE strives to operate with more of a programmatic (rather than project-focused) approach, it needs a shared understanding of impact in order to have effective and credible impact measurement.  The proposed definition of impact is: 

Long-term and sustainable social change that happens at systemic and structural levels and addresses underlying causes of poverty for a specified group of marginalized and vulnerable people. 

Improvements in human conditions outcomes such as nutrition, income, food production/access, HIV transmission prevented, are temporary without changes in power relations and structures. As we learn from the learning labs, we will need to be increasingly clear about the critical indicators of deep and lasting change beyond those that measure human condition. 

Measuring Impact 

We need to improve greatly our project, non-project, and program impact measurement. Experience across CARE in design, monitoring and evaluation (DM&E) shows problems at two levels: adhering to current DME standards; and the degree to which current DM&E systems actually advance the organization in improving impact as defined above. We need to do two things: adhere more consistently and with greater accountability at project level to known, agreed norms and standards and create a feasible measurement and information system adept at capturing impacts.

If Ubora
 is to measure our impact as a component of good performance, new impact measurement systems need to be established around each long-term program area and for the amalgamation of the business unit (i.e., Country Office). 

Over time project DM&E systems will align with the program impact measurement system. They will link with longer-term, more strategic program level indicators, analyses, baselines, and impact studies. They will gradually adopt similar outcome and impact indicator categories, producing comparable and aggregateable data. 

Program-level measurement systems – systems that look deeply at underlying causes -- will place more emphasis on knowledge and less on information generation. They will provide insights into how and why a change occurred and not simply what change. Thriftiness and strategic focus is the key. Program impact measurement systems will be shaped by what data are necessary, for whom they are valuable, what purpose they serve, and how they will change what we do. 

Achieving the Programmatic Organization: 

CARE’s information systems will be designed to report on impacts and outcomes/effects through routine reflection processes and systems for more standardized information. 

Information will be both qualitative, seeking to understand aspects such as changes in power relations, as well as quantitative. 

Learning processes and systems will facilitate the conversion of monitoring and evaluation information to knowledge that can be shared within CARE and a wide range of stakeholders. 

Over time, program impact measurement systems will be linked to regional and global measurement systems that cut across CI Member lines.
Conclusion

Three things have made a major impact on both the image and the reality of program quality and effectiveness in CARE: the extensive participatory process through which the project DME standards were developed; the relevance of the content of the standards themselves; and the mainstreaming of their use throughout the CARE consortium.  We hope that this impact translates into CARE’s being better able to fulfill its vision of reducing poverty and promoting dignity among our clients -- individuals and families in the poorest communities in the world.

Case II  Catholic Relief Services (CRS)
Improving Program Quality and Impact: Making better use of investments in evaluations

DRAFT Discussion Note by Guy Sharrock and Susan Hahn

November 6, 2009

Introduction

Agency strategy relating to monitoring and evaluation (M&E) states that “CRS staff at all levels use improved systems and tools to plan, monitor, evaluate and report on their work.” Much work has been undertaken to date, notably in strengthening staff capacity to design and plan projects in a manner that facilitates better M&E. The focus of the M&E community has now progressed to the next phase, namely coaching staff on how to turn a project’s Results Framework, Proframe and M&E plan into an operational M&E system. 

CRS’ M&E Standards are a key element in the agency’s Organizational Change strategy that addresses accountability, innovation and learning. The Standards define the key elements and expected level of performance for conducting M&E, together with the key elements of the operating environment in which this work takes place. Increasingly, the Standards inform all aspects of M&E activity in CRS. Two of these standards address evaluation and learning, as follows.

CRS and partner staff jointly design and implement evaluations that assess relevance, efficiency, effectiveness, impact and sustainability, and use evaluations findings to improve program effectiveness.


CRS M&E Standards, Standard #6

Country Programs, Regional Offices, and HQ units contribute to agency and industry learning by sharing evidence-based reports and publications, exchanging M&E tools and techniques, and engaging in dialogue and critical reflections.



CRS M&E Standards, Standard #8

This discussion note proposes a way for senior management and the M&E Community to meet these approved obligations.

Background

Programs of social transformation are complex and improving performance and effectiveness will come in large measure by learning from experience. By their very nature, all program interventions involve a degree of risk. Carden et al write that, “An institution that takes risks must also learn about what works (or not) and why (or why not).”
 CRS accepts that evaluation should contribute to gaining knowledge and learning about effective interventions to development. Successful project management is about making decisions under pressure and in a context of uncertainty, not blindly following a project plan. Completed activities should be reviewed to see what works or not and then modified accordingly. Staff must be constantly alert to the potential for adapting their interventions in a manner that best suits the dynamic contexts in which they are operating. Such adaptation implies ongoing “critical reflection”
 and a systematic and consistent process that ensures new learning informs decision-making at the highest appropriate level. Learning may come from a variety of processes designed for such a purpose, e.g. the ‘learning and action discussions’ that are integral to CRS’ SMILER system,
 operational research, and different types of evaluations.

This paper proposes improvements to create an evaluation system that promotes learning across the agency so that the quality of our program interventions continues to improve. The ideas presented in this paper are written for staff who can make the changes that are necessary, including project managers, evaluation officers and advisers, heads of programs, country representatives, regional office staff and senior management in OverOps. All have a collective responsibility for ensuring that the agency maximizes the benefits it obtains from investing in evaluative activity. 

There is also a degree of urgency amid competition for scarce relief and development resources. All OECD member countries, including the United States, have signed up to the DAC’s “evaluation principles.”
 To compete successfully for public funding, clear evidence of “the relevance and fulfillment of objectives, developmental efficiency, effectiveness, impact and sustainability” is essential.

The paper first identifies three opportunities for strengthening CRS’ current approach to evaluation and ends by proposing four key priorities for improving the benefits that can be generated from evaluation. If successful, this will contribute to the achievement of the M&E strand in the agency’s strategy through 2012 and beyond and enable CRS to report to the Board and other key stakeholders on the impact of its work.

Three Opportunities for Strengthening CRS’ Approach to Evaluations

Ensuring that evaluations are action-oriented and contribute to evidence-based decision making and practice and to agency and industry learning

Opportunity 1: Actively promoting and supporting a culture of evaluative thinking.

Ongoing changes in CRS suggest that the agency attaches importance to all processes that encourage evaluative thinking, not merely formal evaluation processes and documents. Agency strategy sets a path for CRS to become a learning organization. Incorporating learning and action discussions in CRS’ SMILER system is another example of this current change in organizational behavior. Other examples that can be cited include the appointment of an Executive Leadership Team member who oversees organizational learning; the inclusion of ‘learning’ in the job title of some staff; and, the discourse among staff and comments in agency publications that now remark on the importance of critical reflection and learning. All of these changes help to alter agency understanding of evaluation from merely the formal study of projects and programs. 

The M&E Community is now promoting and modeling a concept of evaluation as an analytical way of thinking that permeates, informs and guides all activity in CRS. The aim is systematic use of evidence to report on progress and achievements that guides decision making. High-level requests for M&E input to agency strategy, and the recent adoption of a new CRS Board policy on “Organizational Performance and Effectiveness,” indicates that movement in this direction is already occurring and can be used as a springboard for further improvements.

Opportunity 2: Ensuring evaluations findings are useful to intended users

With improved guidance, evaluation reports can become more user-friendly and structured to ensure their usefulness for learning by project staff and others. The HIV & AIDS group provides one CRS example of using systems of targeted evaluations (also known as “operations research”) and learning. Operations research and learning is a part of the funding agreement. A key point is that it is led internally: the agenda for operations research and learning is set during technical committee meetings, so there is a high level of ownership and interest in what is being evaluated. This greater ownership of evaluations ensures that they generate evidence enabling staff to speak confidently about program performance and effectiveness. This agreed agenda provides a very useful guide for moving forward with sector-based learning which will be used across similar types of CRS programs globally.

Opportunity 3: Finding ways to obtain greater value-added from CRS evaluations through greater sharing of, and access to, CRS evaluations

The work of the HIV & AIDS group is one of many opportunities to build on existing strengths and processes. Another is the CRS Global platform, which will become the hub of sharing for all information, knowledge and learning. Furthermore, there is an opportunity to build on work already underway under the agency organizational change strategy, in particular, activities around the application of the approved M&E Standards. 

Proposed Priorities for Improving Learning from Evaluations

1.
Updating agency policy on evaluation. CRS’ Project Management policy was written prior to the approval and implementation of the current agency strategy. Significant developments are now underway in M&E in CRS that need to be reflected in an updated agency policy.

2.
Strengthening staff capacity to undertake utilization-focused evaluations. Improving our use of evaluation findings is fundamental to increasing our return on investment in this activity. Evaluation use starts at a country program level with ownership of and participation in the evaluation process, a careful look at the contents and opportunities for innovative communication.
 If done well the evaluation process will encourage learning among participating staff on an ongoing basis during the whole course of the evaluation.

Utilization-focused evaluations also seek to ensure that the interests of other stakeholders are, as far as possible, reflected in the evaluation process: the evaluation design should meet the needs of stakeholders and respond to their priority questions; the evaluation process should find appropriate ways to involve stakeholders; and the findings, recommendations and learning points reported to interested parties and decision-makers in a timely and transparent manner, allowing space for discussion and deliberation.

3.
Incorporating into the evaluation process structured and facilitated learning events at Country Program level. These are critical for reviewing the processed evaluation data, and provide an opportunity for team members to synthesize the evaluation information and reach agreement about key findings, learning and recommendations. The process of synthesizing information may be conducted (e.g. over a 1-2 day workshop) with other project stakeholders, and more widely with Country Program colleagues and, depending on the scale of the intervention, with Regional Office representation. This engagement of team members, stakeholders and other CRS personnel is vital for agency learning. This kind of evaluation learning event would be organized to generate an agreed set of conclusions about the project, together with recommendations and key learning points. This information is immediately useful to those staff who are developing new programs and marketing CRS capacity.

4.
Developing an evaluation and information system that links field-based evaluations with organizational learning and decision-making at all levels in CRS. The evaluation and related information system in CRS must evolve to a focus on organizational learning, where data systems and knowledge and exchange processes are combined to enhance the learning from evaluation taking place globally.

For evaluations to be useable agency-wide, those commissioning them need to be responsible for making sure others have access to the results, findings and recommendations. Evaluations must be disseminated and communicated. This will necessitate evaluation reports that are much clearer in their presentation of conclusions, learning points and recommendations, and the placement of reports on CRS Global.

4.1
Ensuring evaluations are readily available.  Disseminating the relevant findings from evaluations and project reports is critical. To make the information in the evaluations interesting and relevant for other staff, CRS will have to develop guidance on the architecture for uploading, and storing evaluation reports on CRS Global.  The M&E RTAs have an important role in this, as do Heads of Programs and project team members. An agreed protocol for posting documents should be formalized to standardize practice: where, what, when, who’s responsible, and how will it be verified. Linked to this is the important issue of document management, so that there is an agreed convention for naming and tagging evaluation documents to facilitate subsequent searches. 

Developing a business process to post evaluations will not guarantee success. Regional and country senior managers must ensure that the posting is done. All have an interest in capturing agency success and knowledge in a way that is useful to CRS’ learning and reputation. 

4.2
Investing in ‘meta-analysis’ to drive high-level decision-making.  Such analysis will synthesize the findings, learning and recommendations from all the existing relevant individual, field-based project agency reports. The resulting synthesis report would then be presented to CRS senior leaders to surface the top, say, five issues that require high-level decision-making. The decision to undertake this kind of analysis should be strategic not routine, so that the process leads to action and can contribute to decision-making and strategy.

This synthesis report can also be used for other purposes, e.g. capacity statements in donor proposals, development of HR learning programs, production of communication materials on CRS performance, effectiveness and impact to many different audiences. 

5.
Developing guidance on the evaluation system. Many regions have well-established proposal development and approval guidance which invariably stops at project proposal submission; there is, as yet, nothing comparable for project evaluation. The guidance will provide a framework for implementing the above recommendations that seek to create a holistic evaluation system that strengthens the evaluation process at project level, reporting, and subsequent use by the agency as a whole. The evaluation guidance will steer action and decision making with regard to all aspects of evaluation approaches, processes, and systems in CRS.

Conclusion

This discussion paper proposes an initiative whereby CRS staff have a clear sense of direction for how the agency intends to achieve the M&E Standards on evaluation, knowledge management and learning that have been set. These ideas will be put into operation starting FY2010, although preliminary work has already commenced. Success will be judged by the changes in systems, behavior and actions resulting from this effort. Achievements under this initiative will go a long way to supporting M&E ambitions made explicit in the agency strategy.
Guy Sharrock and Susan Hahn

Case III  Save the Children’s Approach to Program Evaluation

· Juan Carlos Alegre (July 2009)


Save the Children’s approach to program evaluations includes studies that measure program effectiveness and impact for the purpose to assess performance accountability and program learning towards quality improvement. Program evaluations implemented and/or commissioned by Save the Children include studies based on non-experimental, quasi-experimental and experimental designs as appropriate to the evaluation question(s) being studied and to the specific context. 

Program evaluations, which are usually conducted at mid-point (formative evaluations) or towards the end of the program (summative evaluations), aim to measure program effectiveness. The evaluations, which are designed to answer key questions to help assess achievement of results and learning for quality improvement, are scheduled according to M&E plans that are in-synch with overall program design.  Program evaluations are conducted according to donor agency guidelines and follow SCUS evaluation standards. 

SCUS Evaluation Standards
SCUS has developed and adopted program evaluation standards applicable for all program areas and contexts where SCUS implements programs.  The standards include a set of principles, evaluation expectations and a detailed checklist to guide the process of planning and conducting program evaluations to ensure relevant, timely, and high-quality program evaluations at SCUS.  

Impact Evaluations at SCUS
In addition, Save the Children conducts select impact evaluation studies in strategic programmatic areas. Such studies make use of rigorous approaches using the best methodology available for the context of the program being evaluated, including random assignments of treatment and comparative groups to assess impact – the net change in outcomes for a particular population group that can be attributed to a specific program or intervention.

Ongoing and past impact evaluation studies implemented and/or commissioned by Save the Children include assessment of strategies and interventions for neonatal health (neonates), early childhood development (young children), and school health and nutrition programming (school-age children) in Ethiopia, Pakistan Indonesia, Mozambique, Uganda, and Tanzania.

In 2008, Save the Children joined the new International Initiative for Impact Evaluation (3iE). As a founding member of 3iE, Save the Children remains committed to develop and use evidence-based replicable solutions assessed by rigorous impact evaluation studies that will influence policy makers and global practitioners to ensure children in need are safe, educated and healthy, and better able to attain their rights.

Save the Children USA (SCUS) M&E Approach

SCUS follows a results-based approach to Design, Monitoring and Evaluation (DME) that requires clear definition of the results to be achieved, indicators to help monitor progress toward achieving each result and specific targets. Our results-based approach follows the project cycle, defined by specific stages through which projects are conceived, designed,

implemented, tracked, and assessed. Beginning with a situational analysis, the project cycle reaches conclusion with a learning stage for continuous improvement. SCUS promotes the use of the project cycle in all the thematic areas and operating contexts in which we work.

SCUS Project Cycle
[image: image1.emf]
The primary project design tool used by SCUS is the Results Framework, as it is the primary project design tool used by the US Agency for International Development (USAID) and therefore required documentation for all of our US government funded projects. SCUS has noted that the application of the Results Framework in country offices has helped to focus on end results and clarify the logic among different levels of results, and therefore we have adopted a generic Results Framework for all of our program areas. A results framework uses a behavior-centered approach through which SCUS aims to increase the use of key practices and services by a specific target group, a strategic objective for which SCUS would hold itself accountable to achieve. To achieve this strategic objective, four intermediate results are necessary to ensure the desired behaviors are adopted so that key practices/services will be used.

SCUS Generic Results Framework
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The goal represents the ultimate purpose for which projects and programs are implemented. SCUS uses a number of monitoring and evaluation systems through which we measure the reach and outputs achieved in our programs, as well as the potential impact of our programs to positively influence and change children’s lives. Capacity building of our staff and partners to understand our DME approach and to correctly apply and routinely use our DME standards, systems and tools is a critical foundation in ensuring data is used for informed management decision-making and available to demonstrate the results we are achieving for children.

SCUS has a small central M&E Unit housed in our Program Support Department comprised of 2.25 FTE staff, who coordinate and work with 3 FTE regionally based DME advisors (full time in Africa and Asia and half time in LAC and ME/E) as well as thematic specific M&E Specialists housed in each of our technical areas of practice. The primary function of this DME network is to systematically support the design and implementation of quality programs through the application of our DME approach and standards in all program areas and contexts where we work.

Case IV  American Red Cross, International Services

By Margaret Stanberry

Below is a summary of the ARC, tsunami recovery evaluation strategy along with some updates of current progress and on-going challenges. To summarize the evolution of evaluation within ARC/ISD over the last 15 years, I would note the following:

On the positive side, within ARC - 

· Conducting evaluations (baseline, midterms, endlines and final evaluations) has become more of a norm; that is they are done more often, are more frequently budgeted for and require less negotiation with management and field

· More internal guidance as well as standards exist on how to plan for and manage evaluations as well as disseminate results; such guidance also includes other areas that can largely influence the quality of evaluations (program design, quality monitoring, reporting etc.)

· There is greater widespread knowledge of the technical qualifications required for M&E staff

· There is greater appreciation for quality programming and ways to ensure programming standards are met

Conversely, progress has been incremental and occasionally we step backwards - 

· High turnover has negatively affected the organization’s ability to institutionalize learning (as well as maintain capacity, skills, policies, procedures etc.)

· Evaluation work sometimes appears to be done to ‘check a box’; so while more staff and volunteers understand the standards as well as how to implement evaluations, the overall purpose may not yet be fully appreciated

· The overall system of organizational learning remains weak which means the results of evaluation often lack a ‘home’; therefore, our evaluation work often produces information but not full knowledge which can contribute to organizational change

· Staff remains overstretched. Often it is easier to move on to the next project or challenge rather than focus on the implications of certain evaluation results

Tsunami Recovery Program Evaluation Plan

Obj. 3.1.4: Program Evaluation: Develop and utilize systems and processes for successful, evidence based decision making

The Tsunami Recovery Program (TRP) Evaluation Plan

TRP has a special responsibility to demonstrate the difference it made with the US$ 581 million it received following the 2004 Indian Ocean Earthquake; of this amount, approximately US$ 109 million is implemented by ARC across 34 different projects in seven countries.

To identify this difference TRP has a simple but clear evaluation plan:

· Ensure project level evaluation requirements are met (baseline, midterm, endline, final)

106

· Rationalize or combine project-level evaluations where appropriate (e.g. integrated baseline & integrated endlines; combine final evaluations where project interventions are the same but geography differs etc.)

· Carry out up to four operations research events: Efficacy of Ceramic Water Filters, Impact of community based health programs, Impact of Malaria Hang-up campaigns and Identifying the Evidence-base in Disaster Preparedness programming

· Roll-up project level evaluation results into sectoral meta-evaluations (common questions by sector might be asked across projects)

· Ensure all evaluation work follows the evaluation dissemination ‘policy’ which among other things requires planning for dissemination during the planning for evaluation. The events (evaluations and dissemination of results) are not treated as independent or separate processes
· Produce a final Accountability Framework report in December 2010 including the results of the sectoral meta evaluations and operations research findings
· Seek out other dissemination opportunities to ensure there is broad understanding of lessons to learn

· Create appropriate ‘leave behind’ tools to help operationalize the lessons yet to learn (in functional areas such as reporting, monitoring, evaluation as well as sectoral areas such as public health, disaster risk reduction, water/sanitation etc.)
· Seek opportunities to use results from above to help inform ARC, International Services programming strategies as well as evaluation policies

Evaluation challenges

· TRP staff turnover is high, and some key staff will leave before projects are evaluated. In such cases, management staff will make sure project documentation is complete and available for the evaluation consultants.

· TRP staff under estimate the time it takes to prepare and manage endline surveys and final evaluations. They will invest less time in managing these events as deadlines approach and pressure rises. 

· Encouraging learning across countries is difficult and time consuming: Regional Advisors will play a crucial role in compiling common evaluation questions. 

· Fifteen endline surveys and evaluations are planned between March and June 2010. This will require thorough preparations with little room for error and delays: all endlines should be finalized no later than July 30, 2010; all evaluation reports (endlines and final evaluations) must be finalized and turned in no later than September 1, 2010.    

To help manage these myriad processes, a clear timetable has been developed for the design and implementation of endline surveys and final evaluations, including target dates for development of consultant terms of reference, formalization of consulting contracts, survey implementation, data cleaning and analysis, and preparation of final evaluation reports.

In addition, guidance was drafted and distributed on the dissemination of evaluation reports during this reporting period. All guidance documents can be found on ARC’s  internal TRP Knowledge Management website: www.trpknowledgemanagement.org.

The table below lists which TRP projects have baseline data and which have undertaken mid-term reviews, as well as when endlines and final evaluations are planned. These events are somewhat fluid so in order to keep everyone on the same page, the Regional technical advisor office will send out an updated matrix monthly to country and NHQ management.
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Annex:  InterAction M&E Standards

Three revised evaluation standards were approved by InterAction’s Board of Directors in 2007 for incorporation into the Self-Certification Plus process: 

1. The organization incorporates relevant monitoring and evaluation practices in its policy, systems and culture. This standard aims to assess design, monitoring and evaluation standards and policies that are in place for programs and projects. It also seeks to ensure adherence to professional principles and standards to foster program effectiveness. 

2. The organization conducts regular and deliberate evaluative activities to examine progress toward its goals and mission. Regardless of the size and scope of operations, the member organization will show how it regularly assesses whether or not it is on the right track for achieving its intended goals and overall mission. 

3. The organization applies adequate financial and human resources for monitoring and evaluation. This standard aims to ensure that the member organization not only allocates sufficient resources for program monitoring and evaluation activities, but also uses those resources as planned/intended. 

These new evaluation standards emerged from three years of work by the Evaluation and Program Effectiveness Working Group (EPEWG). The initial product of the EPEWG was the “Position Statement on Demonstrating NGO Effectiveness,”
 which was approved by the InterAction Board of Directors in 2005. The EPEWG then undertook an extensive process to translate the principles agreed upon in that Position Statement into more specific standards.  In addition to the three that have been approved for inclusion into the SCP, the EPEWG is doing further work to help staff of INGOs better understand what is involved in good M&E practice.  
On the following pages we share the more detailed standards and guidance developed by the EPEWG as of September 2007.
More detailed M&E Standards and Guidance

Proposed in September 2007 by the InterAction

Evaluation and Program Effectiveness Working Group (EPEWG)
Note: The numbering used here refers to where they would fit within the InterAction PVO (INGO) Standards. 
	Standard related to M&E 
	Comments / Interpretive Guidance /  Examples of evidence
 

	Insert the following standard under the Governance section

	2.6.4  The agency’s Board shall ensure that the organization (i) articulates organization-wide criteria for success as defined by its vision, mission and major program goals; (ii) incorporates and practices regular, deliberate evaluative activities to determine achievements of program goals and mission fulfillment; (iii) mainstreams and utilizes monitoring and evaluation in the agency’s policy, systems and culture; and (iv) allocates adequate financial and human resources for the organization’s strategic evaluation needs.
	Note: This standard deals with policies for which an agency’s board should be responsible.  More details, including examples of evidence, are included with the more specific M&E standards, below.

The term ‘mission’ refers to an articulation of the agency’s over-all purpose, related to how it will work towards its vision.  ‘Program goals’ could include major approaches used by the agency to achieve its mission.

The term ‘regular’ means a pre-determined interval, e.g. within the organization’s strategic planning cycle, or any other decision-making timeframe adopted by the organization.

The term ‘mainstream’ would involve the establishment of sound and comprehensive monitoring and evaluation systems, and their use by at least a majority of the agency’s program units.

The term ‘strategic’ here refers to corporate and agency-wide programs.

Proposed Evidence: Reports or other documents describing Board responsibilities and policies.


	Add the following standards to the Organizational Integrity section.

	3.8
The member organization shall be committed to full, honest, and accurate disclosure of relevant information concerning its goals, including criteria for objectively measuring progress and success of its programs, finances, and governance in achieving the goals. 
	Proposed Evidence:   In conjunction with M&E standards within the Program section, provide evidence that objective evaluations, including evaluations by external experts, have been conducted, and are assessable to relevant stakeholders. Note: This standard points to one of the purposes for an agency’s M&E system – to objectively assess, and share with its public, progress of its programs in achieving goals. 

	3.9
To inform its ongoing strategic planning process, a member organization shall incorporate a deliberate and intentional process of monitoring and evaluating the organization’s progress toward achievement of its mission and major program goals. 


	· Each agency should have one or more explicit underlying hypothesis(es) or theory(ies) of change about how its activities will lead to desired changes.  In other words, it should be able to articulate clear causal links between major program activities, impacts and mission. 

· The agency should ensure that valid and credible evaluations of its operations are conducted in accordance with the agency’s strategic planning cycle.   Such evaluations should be a complete assessment of the quality, value, and significance of the work done by the agency, always including an assessment of the progress made by the agency in achieving its mission and major goals.

Proposed Evidence: Documents outlining the process the organization went through to prepare its strategic plan, including a statement of its monitoring and evaluation requirements. Documentation that outlines the organization’s monitoring and evaluation of its programs against its strategic plan, including the organization’s established criteria for assessing progress against the strategic plan.


	Move existing Standard 7.1.9 to new section under Program, preferably labeling it 7.2.n, moving other standards down.  

Until that is done this set of M&E standards are numbered 7.X.n.

	7.X Monitoring and Evaluation 

7.X.1  A member organization shall have a policy (or similar operative document) that defines how monitoring and evaluation are integrated within program / project management, as well as evidence that the policy is being adhered to.  
	The M&E procedures should address: (i) efficiency of the use of inputs, (ii) quality of processes, (iii) outcomes and impacts (positive, negative, intended, non-intended), (iv) the relationship of the positive impacts to the costs of achieving them, (v) reach, (vi) pertinence to the needs of the participants, (vii) post-project sustainability, and (viii) ethical practice.
At both strategic program and project levels, evidence of progress and impacts should be captured through a valid and credible monitoring and evaluation system. While InterAction is not prescribing a standardized approach to be followed by all members, an agency’s system should provide systematic information about the following key aspects of programs and projects implemented by IA members:  

· Positive changes, e.g. type and scope of benefits, whether material, human/social, organizational, civic, policy, governance, environmental, or other. Evidence of participants’ satisfaction with such changes should be included.

· Side effects, e.g., evaluation and documentation of positive and negative unintended outcomes/ impacts connected with the efforts.

· Efficiency of delivery, e.g. timeframe for implementation; costs (monetary and non-monetary—e.g., opportunity, stress, time), compared to results obtained.

· Reach, e.g. number of people, communities, organizations, regions, etc.; number of partnerships & alliances; and depth of poverty and/or marginalization of target populations.
· Pertinence to needs, e.g., the extent to which the initiative’s objectives and implemented strategies are directly connected to existing needs of targeted beneficiaries
· Resources for sustainability, e.g. structural changes, commitment by participants to continue activities or benefits, new resources, external stakeholder support, enabling policy environment.

· Post-project gains, e.g. sustainability, replication, expansion, policy change, etc.

· Ethical practice, e.g., evidence that the means to produce the results/impacts adhere to relevant ethical standards
Proposed Evidence: Agency’s stated monitoring and evaluation policies, standards and guidelines.  They could further include evidence of evaluations being conducted, a system for reviewing the quality of such evaluations, and use of the lessons learned from monitoring and evaluations to promote institutional learning and decision-making.

	7.X.2
From the outset of program planning, a member organization shall collaborate with partners, clients/intended beneficiaries and other stakeholders in developing mutually satisfying goals, methods, and indicators for project and program activities and results. 
	InterAction members’ program theory(ies) of change should involve active participation by communities or other constituencies, and should have clear policies and procedures to engage the active participation of communities and partners in program design, planning, monitoring, evaluation and learning. All InterAction member agencies should regularly assess the satisfaction of those they seek to serve.

Proposed Evidence: Relevant internal documents that demonstrate written protocols, policies and/or procedures that guide the organization’s engagement of and dialog with partners, clients/intended beneficiaries and communities at point-of-service related to the development and design of project proposals, as well as to the evaluation of program impacts.

	7.X.3   A member organization shall assure that program and project budgets allocate adequate resources for monitoring, evaluation and institutional learning.  
	Though some donors have formulas calling for 5%-10% of a project’s budget to be allocated for M&E, the amount required depends on the purpose of the project.  If it is a pilot project that is testing a new intervention that will be multiplied at a larger scale if proven to be successful, its M&E plan should have more of a rigorous research focus and commensurate budget.  If, on the other hand, all that is needed is to assess compliance with the project’s planned objectives, the M&E system can be relatively less expensive. 

	7.X.4
An agency’s planning, monitoring and evaluation system should draw on commonly accepted professional principles and standards in planning, monitoring and evaluating programs. These systems should take into account not only the defined organization-wide criteria for success toward achievement of its mission and program goals, but also basic components of sound, objective evaluations including, but not limited to, quality of process, intended and unintended outcomes and impact, costs, and sustainability.  
	InterAction does not prescribe particular evaluation methodologies, but it does call upon its members to be aware of the range of methods and approaches, and make informed choices as to which are most appropriate for the various projects and programs they implement.

See, for example: American Evaluation Association (www.eval.org); the African Evaluation Association (www.afrea.org); ALNAP (www.alnap.org/),  Action Aid International’s Accountability, Learning and Planning System (ALPS) (http://www.actionaid.org/main.aspx?PageId=261);  and CARE International’s Design, Monitoring and Evaluation policies and standards (http://pqdl.care.org/). These and other relevant links will be provided on IA’s website.
In addition to generic M&E standards, IA members need to be guided by prevailing norms within sectors or sub-field(s) of development or relief. For example. several sectors have defined common standards, e.g., child sponsorship, humanitarian assistance and microfinance.

Proposed evidence:  Documented reference to commonly accepted professional principles, standards and good practice used by the organization to guide monitoring and evaluation of its programs.. 
Additional evidence could include how an agency gathers, reviews and synthesizes project monitoring and evaluation reports.  Look for meta-evaluations that assess the quality of evaluation reports.  And look for examples of post-project evaluations that summarize (1) lessons learned based on the findings from monitoring and evaluation,  (2) how those lessons are being applied in subsequent programming, and (3) the processes for making these lessons accessible to all relevant stakeholders.


	It is proposed that the following summary M&E standards be included in Self-Certification Plus

	A member organization shall have a policy (or similar operative document) that defines how monitoring and evaluation are integrated within program / project management, and evidence that the policy is being adhered to.
	Proposed evidence: As noted in the guidance accompanying the M&E standards, during the SCP process gather and review materials summarizing the organization’s guidelines and procedures for monitoring and evaluating the effective use of inputs, as well as material summarizing the organization’s procedures for monitoring and evaluating the impact on program participants and measuring the effectiveness of these outcomes by factors relevant to the organization’s work, and criteria for measuring it against the organization’s strategic plan.


� See “InterAction Position Statement on Demonstrating NGO Effectiveness” accessible on �HYPERLINK "http://www.InterAction.org"�www.InterAction.org�. 


� �ADVANCE \d4�Adapted and condensed from a piece by Jim Rugh in a set of articles on “International Perspectives on Evaluation Standards,” edited by Craig Russon in New Directions in Evaluation, Number 104, Winter 2004, a publication of Jossey-Bass and the American Evaluation Association





� Jim retired from CARE in June 2007.  The list of sectors and/or their descriptions may have changed since then.


� Some of these and other referenced documents might still be accessible on the CARE Program Quality Digital Library at �HYPERLINK "http://pqdl.care.org/"�http://pqdl.care.org/� 


� CARE’s Evaluation Electronic Library (EEL) is housed at �HYPERLINK "http://www.careevaluations.org"�www.careevaluations.org� 


� Accessible at �HYPERLINK "http://pqdl.care.org/default.aspx"�http://pqdl.care.org� 


� The 7 evaluation designs are described in the RealWorld Evaluation book �HYPERLINK "http://www.RealWorldEvaluation.org"�www.RealWorldEvaluation.org�. 


� Forty five (47%) of these evaluations could be classified as being formative in that they examined the process used by the project.  In many cases there were overlaps, e.g. formative plus post-test design, so the formative numbers are not included in the table.


�  Extracted from “Measuring Program Impact” on CARE website at �HYPERLINK "http://p-shift.care2share.wikispaces.net/file/view/Brief+No.4_Measuring+Program+Impact.pdf"�http://p-shift.care2share.wikispaces.net/file/view/Brief+No.4_Measuring+Program+Impact.pdf�. 


� Ubora, named for the Swahili word for excellence, is CARE USA’s new organizational performance and learning system that will provide a common framework for the ongoing measurement of performance.


� CRS. (2009). Monitoring and Evaluation Standards. CRS, Baltimore. p. 4.


� Carden, F., S. Earl, A. Etherington, K. Hay, K. Helpin and M. Lefebvre. (2005). Evaluation Strategy, 2005-2010. Evaluation Unit, IDRC, Ottawa, Canada. p. 1.


� CRS. (2009). Monitoring and Evaluation Standards. CRS, Baltimore. Standard #8, p. 4.


� ‘Simple Measurement of Indicators and Learning from Evidence-based Reports’ in  Hahn, S. and G. Sharrock. (Forthcoming). Developing an M&E Operating Manual: An Easy-to-Use Guide. CRS, Baltimore.


� OECD. (1991). Principles for Evaluation of Development Assistance. Development Assistance Committee, Paris. �HYPERLINK "http://www.oecd.org/dataoecd/31/12/2755284.pdf"�http://www.oecd.org/dataoecd/31/12/2755284.pdf�


� OECD-DAC, Paris, 1991. p. 5.


� See CRS Board Policy on Organizational Performance and Effectiveness, 2009. p. 4.


� Evaluative thinking is “being clear and specific about what results are being sought and what means are used to achieve them.” (Carden et al; p. 1)


� Significant resources exist to assist staff in their work to commission and conduct evaluations, and to promote evaluative thinking. CRS materials are available: ProPack II, the Short Cuts series and the Field-Friendly M&E Modules contain detailed guidance on how to prepare for an evaluation, how to manage and implement one, and how best to approach issues of reporting and communicating the findings. These resources are available for download from the CRS/Program Quality website (�HYPERLINK "http://www.crsprogramquality.org/"�http://www.crsprogramquality.org/�). There is also plenty of other evaluation guidance in the public domain.


� Patton, M.Q. (1997). Utilization-focused Evaluation. Third Edition. Sage Publications.CA.


� See article by Juan Carlos Alegre in Monday Developments, December 2007, entitled “Program Evaluation Standards: Raising the Accountability Bar”


� See “InterAction Position Statement on Demonstrating NGO Effectiveness” accessible on �HYPERLINK "http://www.InterAction.org"�www.InterAction.org�. 


� Examples of suggested evidence are intended to indicate types of data to be collected.  They are not exhaustive and may not be applicable in all cases to each InterAction member.
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