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Factor Analysis

Annotated from Garson, G. David (2008). "Factor Analysis", from Statnotes: Topics in Multivariate Analysis. Retrieved 3/28/2011 from http://faculty.chass.ncsu.edu/garson/pa765/statnote.htm.

Overview of Factor Analysis

Factor analysis is used to uncover the latent structure (dimensions) of a set of variables. It reduces attribute space from a larger number of variables to a smaller number of factors and as such is a "non-dependent" procedure (that is, it does not assume a dependent variable is specified). 

Factor analysis can be used for multiple purposes.  We will use it for the following purposes: 
· [bookmark: purposes]To validate a scale or index by demonstrating that its constituent items load on the same factor, and to drop proposed scale items which cross-load on more than one factor. 
· To select a subset of variables from a larger set, based on which original variables have the highest correlations with the principal component factors.

There are several different types of factor analysis, with the most common being principal components analysis (PCA), which is preferred for purposes of data reduction. 
	
A non-technical analogy: A mother sees various bumps and shapes under a blanket at the bottom of a bed. When one shape moves toward the top of the bed, all the other bumps and shapes move toward the top also, so the mother concludes that what is under the blanket is a single thing - her child. Similarly, factor analysis takes as input a number of measures and tests, analogous to the bumps and shapes. Those that move together are considered a single thing, which it labels a factor. That is, in factor analysis the researcher is assuming that there is a "child" out there in the form of an underlying factor, and he or she takes simultaneous movement (correlation) as evidence of its existence. If correlation is spurious for some reason, this inference will be mistaken, of course, so it is important when conducting factor analysis that possible variables which might introduce spuriousness, such as anteceding causes, be taken into account. 

Factor analysis is part of the general linear model (GLM) family of procedures and makes many of the same assumptions as multiple regression: linear relationships, interval or near-interval data, untruncated variables, proper specification (relevant variables included, extraneous ones excluded), lack of high multicollinearity, and multivariate normality for purposes of significance testing. Factor analysis generates a table in which the rows are the observed raw indicator variables and the columns are the factors or latent variables which explain as much of the variance in these variables as possible. The cells in this table are factor loadings, and the meaning of the factors must be induced from seeing which variables are most heavily loaded on which factors. This inferential labeling process can be fraught with subjectivity as diverse researchers impute different labels. 


Vocabulary and Definitions

[bookmark: CFA]Exploratory factor analysis (EFA) seeks to uncover the underlying structure of a relatively large set of variables. The researcher's à priori assumption is that any indicator may be associated with any factor. This is the most common form of factor analysis. There is no prior theory and one uses factor loadings to intuit the factor structure of the data. Like other forms of data-driven analysis, EFA may overfit the data at hand, yielding non-generalizable conclusions. Therefore, also like other data-driven approaches, EFA is best used in a research design which incorporates cross-validation (ex., developing the factor model on odd-id cases and validating it on even-id cases). 

Confirmatory factor analysis (CFA) seeks to determine if the number of factors and the loadings of measured (indicator) variables on them conform to what is expected on the basis of pre-established theory. Indicator variables are selected on the basis of prior theory and factor analysis is used to see if they load as predicted on the expected number of factors. The researcher's à priori assumption is that each factor (the number and labels of which may be specified à priori) is associated with a specified subset of indicator variables. A minimum requirement of confirmatory factor analysis is that one hypothesize beforehand the number of factors in the model, but usually also the researcher will posit expectations about which indicator variables will load on which factors (Kim and Mueller, 1978). The researcher seeks to determine, for instance, if measures created to represent a latent variable really belong together

Factor loadings are the correlation coefficients between the variables (rows) and factors (columns). Analogous to Pearson's r, the squared factor loading is the percent of variance in that indicator variable explained by the factor.

By one rule of thumb in confirmatory factor analysis, loadings should be .7 or higher to confirm that independent variables identified a priori are represented by a particular factor, on the rationale that the .7 level corresponds to about half of the variance in the indicator being explained by the factor. However, the .7 standard is a high one and real-life data may well not meet this criterion, which is why some researchers, particularly for exploratory purposes, will use a lower level such as .4 for the central factor and .25 for other factors (Raubenheimer, 2004). Hair et al. (1998) call loadings above .6 "high" and those below .4 "low". 

The sum of the squared factor loadings for all factors for a given variable (row) is the variance in that variable accounted for by all the factors, and this is called the communality. In a complete PCA, with no factors dropped, this will be 1.0, or 100% of the variance. The ratio of the squared factor loadings for a given variable (row in the factor matrix) shows the relative importance of the different factors in explaining the variance of the given variable. Factor loadings are the basis for imputing a label to the different factors.

Eigenvalues, also called characteristic roots, measures the variance in all the variables which is accounted for by that factor. Note that the eigenvalue is not the percent of variance explained but rather a measure of amount of variance in relation to total variance (since variables are standardized to have means of 0 and variances of 1, total variance is equal to the number of variables). The ratio of eigenvalues is the ratio of explanatory importance of the factors with respect to the variables. If a factor has a low eigenvalue, then it is contributing little to the explanation of variances in the variables and may be ignored as redundant with more important factors. 

About the Process

How many factors?

Kaiser criterion: A common rule of thumb for dropping the least important factors from the analysis is the K1 rule. Though originated earlier by Guttman in 1954, the criterion is usually referenced in relation to Kaiser's 1960 work which relied upon it. The Kaiser rule is to drop all components with eigenvalues under 1.0. It may overestimate or underestimate the true number of factors; the preponderance of simulation study evidence suggests it usually overestimates the true number of factors, sometimes severely so (Lance, Butts, and Michels, 2006). The Kaiser criterion is the default in SPSS and most computer programs but is not recommended when used as the sole cut-off criterion for estimated the number of factors. 

[bookmark: scree]Scree plot: The Cattell scree test plots the components as the X axis and the corresponding eigenvalues as the Y axis. As one moves to the right, toward later components, the eigenvalues drop. When the drop ceases and the curve makes an elbow toward less steep decline, Cattell's scree test says to drop all further components after the one starting the elbow. This rule is sometimes criticized for being amenable to researcher-controlled "fudging." That is, as picking the "elbow" can be subjective because the curve has multiple elbows or is a smooth curve, the researcher may be tempted to set the cut-off at the number of factors desired by his or her research agenda. Researcher bias may be introduced due to the subjectivity involved in selecting the elbow. The scree criterion may result in fewer or more factors than the Kaiser criterion. 

What type of rotation?

Varimax rotation is an orthogonal rotation of the factor axes to maximize the variance of the squared loadings of a factor (column) on all the variables (rows) in a factor matrix, which has the effect of differentiating the original variables by extracted factor. Each factor will tend to have either large or small loadings of any particular variable. A varimax solution yields results which make it as easy as possible to identify each variable with a single factor. This is the most common rotation option. 

Conducting Factor Analysis in SPSS

1. Select Analyze in the top menu bar
2. Select  Data Reduction 
3. Select Factor Analysis

Select Extraction 
· Select Principal Components
· Select Scree Plot
· Select Eigenvalues over 1 
· Select Continue 


Select Rotation
· Select Varimax Rotation
· Select Display Rotated Solution


Select Options
· Sort by size
· Suppress values lower than .4




Factor Analysis using SPSS:
http://www2.chass.ncsu.edu/garson/pa765/factor.htm 
http://www.ats.ucla.edu/STAT/spss/output/factor1.htm 
http://www.cs.uu.nl/docs/vakken/arm/SPSS/spss7.pdf 

Factor Analysis using SAS:
http://www.ats.ucla.edu/stat/sas/library/factor_ut.htm 

References

Hair, J.F., Jr.; Anderson, R. E.; Tatham, R. L.; & Black, W. C. (1998). Multivariate data analysis with readings, 5th ed.. Englewood Cliffs, NJ: Prentice-Hall. 
Kim, Jae-On and Charles W. Mueller (1978). Factor Analysis: Statistical methods and practical issues. Thousand Oaks, CA: Sage Publications, Quantitative Applications in the Social Sciences Series, No. 14.
Lance, Charles E, Marcus M. Butts, and Lawrence C. Michels (2006). The sources of four commonly reported cutoff criteria: What did they really say? Organizational Research Methods 9(2): 202-220. Discusses Kaiser and other criteria for selecting number of factors
Raubenheimer, J. E. (2004). An item selection procedure to maximize scale reliability and validity. South African Journal of Industrial Psychology, 30 (4), 59-64.







Reliability Analysis

Annotated from Garson, G. David (2008). "Reliability Analysis", from Statnotes: Topics in Multivariate Analysis. Retrieved 3/28/2011 from http://faculty.chass.ncsu.edu/garson/pa765/statnote.htm.

[bookmark: scores]Overview of Reliability Analysis

Researchers must demonstrate instruments are reliable since without reliability, research results using the instrument are not replicable, and replicability is fundamental to the scientific method. Reliability is the correlation of an item, scale, or instrument with a hypothetical one which truly measures what it is supposed to. Since the true instrument is not available, reliability is estimated in one of four ways:

1. Internal consistency: Estimation based on the correlation among the variables comprising the set (typically, Cronbach's alpha)
2. Split-half reliability: Estimation based on the correlation of two equivalent forms of the scale (typically, the Spearman-Brown coefficient)
3. Test-retest reliability: Estimation based on the correlation between two (or more) administrations of the same item, scale, or instrument for different times, locations, or populations, when the two administrations do not differ on other relevant variables (typically, the Spearman Brown coefficient)
4. Inter-rater reliability: Estimation based on the correlation of scores between/among two or more raters who rate the same item, scale, or instrument (typically, intraclass correlation, of which there are six types discussed below).

These four reliability estimation methods are not necessarily mutually exclusive, nor need they lead to the same results. All reliability coefficients are forms of correlation coefficients, but there are multiple types representing different meanings of reliability and more than one might be used in single research setting. We will focus on internal consistency (Cronbach's alpha).

Vocabulary and Definitions

Cronbach's alpha is the most common form of internal consistency reliability coefficient. Alpha equals zero when the true score is not measured at all and there is only an error component. Alpha equals 1.0 when all items measure only the true score and there is no error component.  Cronbach's alpha can be interpreted as the percent of variance the observed scale would explain in the hypothetical true scale composed of all possible items in the universe. Alternatively, it can be interpreted as the correlation of the observed scale with all possible other scales measuring the same thing and using the same number of items. The Kuder-Richardson (KR20) coefficient is the same as Cronbach's alpha when items are dichotomous. 

By convention, a lenient cut-off of .60 is common in exploratory research; alpha should be at least .70 or higher to retain an item in an "adequate" scale; and many researchers require a cut-off of .80 for a "good scale." Number of items. Note that Cronbach's alpha increases as the number of items in the scale increases, even controlling for the same level of average intercorrelation of items. This assumes, of course, that the added items are not bad items.

Cronbach's Alpha if Item Deleted is the estimated value of alpha if the given item were removed from the model. If "alpha if deleted" is lower for all items than for the computed overall alpha, then no items need be dropped from the scale. If "alpha if deleted" for an item is higher than the computed alpha, the researcher may wish to drop that item. Also, if "alpha if deleted" is above the cut-off level acceptable to the researcher (ex., above .7), the researcher may wish to drop that item anyway simply in order to have fewer items in the instrument. Note, however, that when an item has high random error it is possible that it would be removed on this basis when, in fact, it does measure the same construct. 

The item-total correlation is the Pearsonian correlation of the item with the total of scores on all other items. A low item-total correlation means the item is little correlated with the overall scale (ex., < .3 for large samples or not significant for small samples) and the researcher should consider dropping it. A negative correlation indicates the need to recode the item in the opposite direction. The reliability analysis should be re-run if an item is dropped or recoded. Note a scale with an acceptable Cronbach's alpha may still have one or more items with low item-total correlations. 

The squared multiple correlation, R2 is the R2 for an item when it is predicted from all other items in the scale. The larger the R2, the more the item is contributing to internal consistency. The lower the R2, the more the researcher should consider dropping it. Note the R2 of some items may be low even on a scale which has an acceptable Cronbach's alpha overall. 

Negative alphas. Note also that a negative Cronbach's alpha indicates inconsistent coding or a mixture of items measuring different dimensions, leading to negative inter-item correlations. Magnusson (1966) notes that when true reliability approaches zero and sample size is small, random disturbance in the data may yield a small negative reliability coefficient. 

In the case of Cronbach's alpha, Nichols (1999) notes that values less than 0 or greater than 1.0 may occur, especially when the number of cases and/or items is small. Negative alpha indicates negative average covariance among items, and when sample size is small, misleading samples and/or measurement error may generate a negative rather than positive average covariance. The more the items measure different rather than the same dimension, the greater the possibility of negative average covariance among items and hence negative alpha. 

Standardized item alpha is the average inter-item correlation when item variances are equal.

Conducting Reliability Analysis in SPSS

1. Select Analyze in the top menu      
2. Select Scale 
3. Select Reliability Analysis



Select the Statistics button 
· Scale to get alpha
· Scale if Deleted 


Reliability Analysis using SPSS:
http://www2.chass.ncsu.edu/garson/pa765/reliab.htm 
http://info.wlu.ca/~wwwpsych/gebotys/book/relspss.pdf

Reliability Analysis using SAS:
http://www2.sas.com/proceedings/sugi26/p246-26.pdf 

References
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Nichols, David P. (1999). My coefficient a is negative! SPSS Keywords, Number 68. Retrieved 1/28/2009 from http://www.ats.ucla.edu/stat/Spss/library/negalpha.htm.




Example 1:  Teacher Survey of Principal Leadership
	Stem:  To what extent does your principal…?

Response Options: 1 = Almost Never, 2 = Seldom, 3 = Sometimes, 
                                  4 = Frequently, 5 = Almost Always

	I. Frame The School Goals 

	1. develop a focused set of annual school-wide goals

	2. frame the school's goals in terms of staff responsibilities for meeting them

	3. use needs assessments or other formal methods to secure staff input on goal development

	4. use data on student performance when developing the school's academic goals

	5. develop goals that are easily understood and used by teachers in the  school

	6. set high standards for student learning

	7. set high standards for teaching

	8. set high standards for academic performance

	9. focus on what's best for student learning when making important decisions

	10.  have well-defined learning expectations for all students

	II. Create Trust 

	11. make teachers feel that they can discuss feelings, worries, and frustrations with him or her

	12. look out for the personal welfare of the faculty members 

	13. make teachers feel that they can trust his or her word 

	14. effectively manage the school so it runs smoothly 

	15. place the needs of children ahead of his or her personal and political  interests 

	16. have confidence in the expertise of the teachers 

	17. take a personal interest in the professional development of teachers 




Factor Analysis
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Factor 1: School Goals – Reliability Estimates


Reliability Statistics

	Cronbach's Alpha
	Cronbach's Alpha Based on Standardized Items
	N of Items

	.948
	.948
	10

















Factor 2: Create Trust – Reliability Estimates


Reliability Statistics

	Cronbach's Alpha
	Cronbach's Alpha Based on Standardized Items
	N of Items

	.944
	.945
	7







Example 2:  Collaboration Survey

	Stem:   Please indicate the extent to which YOU BELIEVE each of the following statements is TRUE for your partnership.

Response Options: 1 = Not at all true…..6 = Completely true

	a. Every member is committed to the partnership’s mission for the MSP project.  

	b. Members are encouraged to discuss how the partnership’s mission connects to their own institutional missions.  

	c. Members are open to learning from each other.  

	d. Members agree on the best pedagogical practices for promoting student learning.  

	e. Members understand the professional development needs of classroom teachers for learning and implementing research-based instructional practices for promoting student learning.  

	f. Members agree on the partnership’s overall approach to providing professional development to teachers (e.g., embedded professional development, workshops, graduate courses, etc.).  

	g. Members agree on the best pedagogical skills and/or methods for teachers to use in their classrooms for teaching mathematics and/or science.  

	h. Project activities reflect members' understanding of teachers’ professional development needs.  

	i. The partnership uses the diverse skills, knowledge, and backgrounds of all of its members to plan professional development activities.  

	j. The diverse skills, knowledge, and backgrounds of all of its members are used by the partnership to provide professional development activities.  

	k. By working together, the partnership can provide a better program for teacher professional development than individual members could on their own.  

	l. Each member has clearly defined and assigned roles and responsibilities.

	m. Working together, the partnership sets clear performance targets for each member.  

	n. Every member has the expertise necessary for performing his/her assigned tasks.  

	o. Each member makes a substantial contribution toward meeting the projects’ goals and objectives.  

	p. Members deliver on promises and commitments made.  

	q. Members follow through on assigned tasks.  

	r. Members are effective in performing assigned tasks.  


	

Factor Analysis
















Error! Reference source not found.

Error! Reference source not found.



	
	Please indicate the extent to which YOU BELIEVE each of the following statements is TRUE for your partnership.
	F1
	F2
	F3
	F4

	d.   Members agree on the best pedagogical practices for promoting student learning.  
	1
	
	
	

	e.   Members understand the professional development needs of classroom teachers for learning and implementing instructional practices for promoting student learning.  
	1
	
	
	

	f.    Members agree on the partnership’s approach to providing professional development to teachers (e.g., embedded professional development, workshops, etc.).  
	1
	
	
	

	g.   Members agree on the best pedagogical skills and/or methods for teachers to use in their classrooms for teaching mathematics and/or science.  
	1
	
	
	

	n.   Every member has the expertise necessary for performing his/her assigned tasks.  
	1
	
	
	

	h.   Project activities reflect members' understanding of teachers’ professional development needs.  
	
	2
	
	

	i.    The partnership uses the diverse skills, knowledge, and backgrounds of all of its members to plan professional development activities.  
	
	2
	
	

	j.    The diverse skills, knowledge, and backgrounds of all of its members are used by the partnership to provide professional development activities.  
	
	2
	
	

	k.   By working together, the partnership can provide a better program for teacher professional development than individual members could on their own.  
	
	2
	
	

	a.   Every member is committed to the partnership’s mission for the MSP project.  
	
	
	3
	

	b.   Members are encouraged to discuss how the partnership’s mission connects to their own institutional missions.  
	
	
	3
	

	c.   Members are open to learning from each other.  
	
	
	3
	

	l.    Each member has clearly defined and assigned roles and responsibilities.
	
	
	3
	

	m.  Working together, the partnership sets clear performance targets for each member.  
	
	
	3
	

	o.   Each member makes a substantial contribution toward meeting the projects’ goals and objectives.  
	
	
	3
	

	p.   Members deliver on promises and commitments made.  
	
	
	 
	4

	q.   Members follow through on assigned tasks.  
	
	
	 
	4

	r.    Members are effective in performing assigned tasks.  
	
	
	 
	4





Factor 1: Agreement?






Factor 2: Working Together?





Factor 3: Contributing?







Factor 4: Follow-through?







	Stem:   Please indicate the extent to which YOU BELIEVE each of the following statements is TRUE for your partnership.

	1. Members agree on the best pedagogical practices for promoting student learning.  
	.941
(.955)

Agreement?

	2. Members understand the professional development needs of classroom teachers for learning and implementing instructional practices for promoting student learning.  
	

	3. Members agree on the partnership’s overall approach to providing professional development to teachers (e.g., embedded professional development, workshops, graduate courses, etc.).  
	

	4. Members agree on the best pedagogical skills and/or methods for teachers to use in their classrooms for teaching mathematics and/or science.  
	

	5. Every member has the expertise necessary for performing his/her assigned tasks.  
	

	6. Project activities reflect members' understanding of teachers’ professional development needs.  
	.927
(.949)

Collaboration?

	7. The partnership uses the diverse skills, knowledge, and backgrounds of all of its members to plan professional development activities.  
	

	8. The diverse skills, knowledge, and backgrounds of all of its members are used by the partnership to provide professional development activities.  
	

	9. By working together, the partnership can provide a better program for teacher professional development than individual members could on their own.  
	

	10. Every member is committed to the partnership’s mission for the MSP project.  
	.920

Contributing?

	11. Members are encouraged to discuss how the partnership’s mission connects to their own institutional missions.  
	

	12. Members are open to learning from each other.  
	

	13. Each member has clearly defined and assigned roles and responsibilities.
	

	14. Working together, the partnership sets clear performance targets for each member.  
	

	15. Each member makes a substantial contribution toward meeting the projects’ goals and objectives.  
	

	16. Members deliver on promises and commitments made.  
	.963

Follow-through?

	17. Members follow through on assigned tasks.  
	

	18. Members are effective in performing assigned tasks.  
	





AEA/CDC 2011 Summer Institute Survey 


1. How many times have you been hospitalized in your life? _______________
2. Last year, how many times did you have a cold? _______________
3. Are you allergic to surfactants?
	__________________________________________________________________________________________________________________________________________________
4. Do you have:
O  No smoke alarms
O  Smoke alarms but you are not sure whether they have batteries or not.
O  Smoke alarms that have batteries but you are not sure whether they work.
O  Smoke alarms that have batteries but you are not sure that they work for reasons other than dead batteries. 
O  Smoke alarms that work. 
5. What is your annual income?  _______________
6. Including tips, gratuities, alimony, rent paid to you, and social security, what is your annual income? _______________

7. When did you move to your current home? ___________________________________
8. How many sexual partners have you had in your life? 
	O
	O
	O
	O
	O

	None
	1-2
	3-4
	5
	Over 5


9. I can’t help but ask this again…..how many sexual partners have you had in your life?
	O
	O
	O
	O
	O

	0-4
	5-10
	11-20
	21-30
	Over 30



10. What amount did you pay in taxes for 2010 on your personal vehicle? _______________



11. On days that you drink alcohol, how much do you usually drink?
_____glasses of wine	______12 oz. beers	    ______oz. of liquor
12. Are you taller than, shorter than, or the same height as the average person of your gender? 

		      O	
	O
	O

	Taller
	Shorter
	Same
\

	
	
	


13. Have you ever been tested for AIDS?  	O  Yes	   O  No
14. How old are you? _______________


AEA/CDC 2011 Summer Institute Survey 

Directions:  For Questions 1 - 3, please indicate on the line where you would place the response options based upon the adjectives used. 

1.  How often do you use a hardcover/paperback telephone directory?
Never / Sometimes / Frequently

____________________________________________________________________________

2.  To what degree do you agree with the following statement: “The NC economy is stronger than that of the US in general”?
Disagree / Somewhat Disagree / Neither Disagree or Agree/ Somewhat Agree / Agree

____________________________________________________________________________

3.  Please rate your agreement to this statement: The weather this past week has been great.
Strongly Disagree / Disagree / Slightly Disagree / Slightly Agree / Agree/ Strongly Agree

____________________________________________________________________________

Directions:  For question 4, please assign a number or range of numbers to the qualitative response options below based on the descriptions provided. 


4.  How often do you withdraw cash from your bank account each month?
Never, once a month, a couple of times a month, a few times each month, several times a month, frequently during the month


Never = ________ times
Once a month = ________ times
A couple of times a month = ________ times 
A few times each month = _________ times
Several times a month = __________ times
Frequently = ___________ times


Directions: For question 5, please come up with 9 descriptive words or phrases for each response option 1 through 9.

5.  On a scale of 1 to 9, how would you rate the quality of service at this restaurant?

1=								6 =

2 = 							7 = 

3 =								8 = 

4 =								9 = 

5 = 




What Makes a Good Survey Question?

1. The question needs to be consistently understood.

2. The question needs to be one that can be consistently administered or communicated to respondents.

3. What constitutes a good answer needs to be communicated via the question.

4. All respondents should have access to the information needed to answer the question.

5. The questions must be ones to which respondents are willing to provide the answer called for. 



What Makes a Good Survey Answer Choice / Scale

1. The answer choices should be as accurate as possible.

2. If using Likert descriptors, include numbers with descriptors.

3. Use 5- or 7-point scales if you want to allow a middle response option.

4. Use 4- or 6-point scales if you do not want to include a middle response option.



© 2011 Amy A. Germuth, EvalWorks, LLC 		30 | Page

image2.png
Factor Analysis

Variables:

% NUMBER OF PAGE]
# PERCENTAGE OF P|
® GOVERNMENT DIS|
| GOVERNMENTAL L
& CABINET PARTICIH
# NATIONAL PARTIC
| LEGISLATIVE STRE
# ELECTORAL STREN
# OUTSIDE ORIGIN |
| STATE DEPARTME

Selection Variable:

= val

tves-] (Extractio

(esar -] [(Rotation. | ([Scores=] [options=]





image3.png
actor Analysis: Extraction

Method: cipal components B

Analyze Display

[ Unrotated factor solution

@ Scree plot

Extract
@® Eigenvalues ovel

7
[ ]

Maximum Iterations for Convergence:

O Number of factol





image4.png
actor Analysis: Rotation

O Quartimax

© Eauamax

O Promax
Help
Kappa:

Display
M Rotated solution [ Loading plot(s)

Maxi

um Iterations for Convergence:





image5.png
actor Analysis: Options

Missing Values
® Exclude cases listwise

& R
O Replace with mean

Coefficient Display Format

[ Sorted by size
[ Suppress absolute values less than:

[10 ]





image6.wmf

image7.wmf

image8.wmf
Descriptive Statistics

391

1

5

4.19

.847

390

1

5

4.17

.846

386

1

5

4.04

.895

387

1

5

4.40

.764

389

1

5

4.22

.831

386

1

5

4.44

.804

387

1

5

4.43

.810

387

1

5

4.50

.756

390

1

5

4.38

.782

389

1

5

4.30

.819

383

1

5

3.92

1.181

384

1

5

4.13

1.040

381

1

5

4.07

1.131

383

1

5

4.14

.975

380

1

5

4.28

.909

381

1

5

4.27

.916

381

1

5

4.10

.999

363

School goals - focused

set

School goals - staff

responsibilities

School goals - needs

assessments

School goals - data on

student performance

School goals -

understood and used by

teachers

School goals - high

standards for student

learning

School goals - high

standards for teaching

School goals - high

standards for academic

performance

School goals - focus on

what's best for student

learning

School goals -

well-defined student

expectations

Create Trust -- teachers

can discuss feelings

Create Trust - personal

welfare of faculty

Create Trust -- teachers

can trust his/her word

Create Trust -- manage

school to run smoothly

Create Trust -- places

need of children ahead

of politics

Create Trust --

confidence in teachers

Create Trust -- personal

interest in professional

development

Valid N (listwise)

N

Minimum

Maximum

Mean

Std. Deviation


image9.wmf
Total Variance Explained

10.585

62.266

62.266

6.407

37.689

37.689

1.586

9.332

71.598

5.764

33.909

71.598

.905

5.322

76.919

.525

3.090

80.009

.462

2.719

82.728

.392

2.307

85.034

.365

2.147

87.182

.322

1.896

89.077

.318

1.869

90.947

.280

1.649

92.596

.249

1.465

94.061

.216

1.268

95.329

.200

1.174

96.503

.189

1.111

97.614

.165

.972

98.586

.138

.809

99.394

.103

.606

100.000

Component

1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

17

Total

% of Variance

Cumulative %

Total

% of Variance

Cumulative %

Initial Eigenvalues

Rotation Sums of Squared Loadings

Extraction Method: Principal Component Analysis.


image10.emf
17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1

Component Number

12

10

8

6

4

2

0

Eigenvalue

Scree Plot


image11.wmf
Rotated Component Matrix

a

.801

 

.791

 

.695

 

.762

 

.788

 

.745

.409

.735

.407

.735

.427

.681

.458

.736

.403

 

.839

 

.859

 

.851

 

.784

 

.744

 

.771

 

.716

School goals - focused

set

School goals - staff

responsibilities

School goals - needs

assessments

School goals - data on

student performance

School goals -

understood and used by

teachers

School goals - high

standards for student

learning

School goals - high

standards for teaching

School goals - high

standards for academic

performance

School goals - focus on

what's best for student

learning

School goals -

well-defined student

expectations

Create Trust -- teachers

can discuss feelings

Create Trust - personal

welfare of faculty

Create Trust -- teachers

can trust his/her word

Create Trust -- manage

school to run smoothly

Create Trust -- places

need of children ahead

of politics

Create Trust --

confidence in teachers

Create Trust -- personal

interest in professional

development

1

2

Component

Extraction Method: Principal Component Analysis. 

Rotation Method: Varimax with Kaiser Normalization.

Rotation converged in 3 iterations.

a. 


image12.wmf
Item-Total Statistics

39.01

35.725

.755

.689

.943

39.02

35.949

.727

.675

.945

39.17

35.309

.728

.572

.945

38.81

36.214

.770

.614

.943

38.98

35.184

.825

.696

.940

38.77

35.419

.815

.807

.941

38.77

35.512

.800

.724

.941

38.71

35.886

.816

.833

.941

38.83

35.978

.776

.654

.943

38.89

35.406

.802

.709

.941

School goals - focused

set

School goals - staff

responsibilities

School goals - needs

assessments

School goals - data on

student performance

School goals -

understood and used by

teachers

School goals - high

standards for student

learning

School goals - high

standards for teaching

School goals - high

standards for academic

performance

School goals - focus on

what's best for student

learning

School goals -

well-defined student

expectations

Scale Mean if

Item Deleted

Scale

Variance if

Item Deleted

Corrected

Item-Total

Correlation

Squared

Multiple

Correlation

Cronbach's

Alpha if Item

Deleted


image13.wmf
Item-Total Statistics

25.00

26.576

.847

.759

.933

24.79

27.613

.872

.777

.930

24.84

27.072

.852

.761

.932

24.78

28.795

.815

.691

.935

24.64

29.743

.777

.629

.938

24.65

29.579

.789

.631

.937

24.82

29.241

.756

.589

.940

Create Trust -- teachers

can discuss feelings

Create Trust - personal

welfare of faculty

Create Trust -- teachers

can trust his/her word

Create Trust -- manage

school to run smoothly

Create Trust -- places

need of children ahead

of politics

Create Trust --

confidence in teachers

Create Trust -- personal

interest in professional

development

Scale Mean if

Item Deleted

Scale

Variance if

Item Deleted

Corrected

Item-Total

Correlation

Squared

Multiple

Correlation

Cronbach's

Alpha if Item

Deleted


image14.wmf
Descriptive Statistics

50

1

6

5.26

1.259

50

2

6

5.10

1.035

50

2

6

5.36

1.005

51

1

6

5.43

.964

51

1

6

5.59

.920

51

1

6

5.57

.922

51

1

6

5.39

.961

52

2

6

5.56

.850

50

1

6

5.46

1.034

50

1

6

5.48

1.035

52

4

6

5.79

.498

52

2

6

5.15

1.109

51

1

6

4.92

1.369

52

3

6

5.50

.828

51

2

6

5.39

1.021

51

1

6

5.24

1.106

52

1

6

5.29

.977

51

2

6

5.35

.890

48

q9a

q9b

q9c

q9d

q9e

q9f

q9g

q9h

q9i

q9j

q9k

q9l

q9m

q9n

q9o

q9p

q9q

q9r

Valid N (listwise)

N

Minimum

Maximum

Mean

Std. Deviation


image15.wmf
Total Variance Explained

11.212

62.288

62.288

4.572

25.402

25.402

1.792

9.957

72.245

3.736

20.756

46.158

1.209

6.718

78.963

3.540

19.665

65.823

1.045

5.805

84.768

3.410

18.945

84.768

.659

3.660

88.428

.454

2.524

90.952

.322

1.788

92.740

.303

1.686

94.426

.250

1.389

95.815

.181

1.006

96.821

.152

.845

97.666

.133

.739

98.405

.083

.463

98.867

.061

.337

99.204

.057

.317

99.521

.043

.237

99.759

.026

.144

99.903

.018

.097

100.000

Component

1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

17

18

Total

% of Variance

Cumulative %

Total

% of Variance

Cumulative %

Initial Eigenvalues

Rotation Sums of Squared Loadings

Extraction Method: Principal Component Analysis.


image16.wmf
Reliability Statistics

.941

.940

5

Cronbach's

Alpha

Cronbach's

Alpha Based

on

Standardized

Items

N of Items


image17.wmf
Item-Total Statistics

22.04

10.918

.836

.799

.928

21.88

10.746

.925

.864

.912

21.90

11.050

.860

.800

.924

22.08

10.554

.913

.857

.914

21.98

12.500

.675

.539

.955

q9d

q9e

q9f

q9g

q9n

Scale Mean if

Item Deleted

Scale

Variance if

Item Deleted

Corrected

Item-Total

Correlation

Squared

Multiple

Correlation

Cronbach's

Alpha if Item

Deleted


image18.wmf
Reliability Statistics

.927

.942

4

Cronbach's

Alpha

Cronbach's

Alpha Based

on

Standardized

Items

N of Items


image19.wmf
Item-Total Statistics

16.72

6.083

.821

.701

.909

16.80

4.898

.950

.924

.866

16.78

4.951

.933

.913

.873

16.48

7.847

.780

.632

.949

q9h

q9i

q9j

q9k

Scale Mean if

Item Deleted

Scale

Variance if

Item Deleted

Corrected

Item-Total

Correlation

Squared

Multiple

Correlation

Cronbach's

Alpha if Item

Deleted


image20.wmf
Reliability Statistics

.920

.923

6

Cronbach's

Alpha

Cronbach's

Alpha Based

on

Standardized

Items

N of Items


image21.wmf
Item-Total Statistics

25.86

23.167

.774

.641

.906

26.02

24.687

.820

.680

.901

25.76

25.730

.728

.547

.912

25.96

23.998

.802

.707

.902

26.18

21.986

.796

.714

.905

25.73

25.282

.756

.599

.909

q9a

q9b

q9c

q9l

q9m

q9o

Scale Mean if

Item Deleted

Scale

Variance if

Item Deleted

Corrected

Item-Total

Correlation

Squared

Multiple

Correlation

Cronbach's

Alpha if Item

Deleted


image22.wmf
Reliability Statistics

.963

.968

3

Cronbach's

Alpha

Cronbach's

Alpha Based

on

Standardized

Items

N of Items


image23.wmf
Item-Total Statistics

10.64

3.460

.907

.823

.966

10.60

3.837

.942

.901

.929

10.52

4.214

.937

.894

.942

q9p

q9q

q9r

Scale Mean if

Item Deleted

Scale

Variance if

Item Deleted

Corrected

Item-Total

Correlation

Squared

Multiple

Correlation

Cronbach's

Alpha if Item

Deleted


image24.emf
Contact Information

Amy A. Germuth, Ph.D.

EvaLWorks, LLC

150 Solterra Way  

Durham, NC 27705

919.401.5403 

AmyGermuth@EvalWorks.com 

Website: EvalWorks.com

Blog: EvalThoughts.com

Twitter: @AmyGermuth


image1.emf
Developing Higher-Quality Surveys 

Increasing and Assessing

Survey Reliability 

AEA CDC Summer Institute

June 14-15, 2011

Dr. Amy A. Germuth

EvalWorks, LLC

Durham, NC


Developing Higher-Quality Surveys 
Increasing and Assessing
Survey Reliability 

AEA CDC Summer Institute
June 14-15, 2011

Dr. Amy A. Germuth
EvalWorks, LLC
Durham, NC








Developing Higher-Quality Surveys
Increasing and Assessing
Survey Reliability

AEACDC Summer Institute
June 1415, 2011

r Amy A Germutn
Evatiiar. LLC
Dumam NG





